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Abstract: Learning log is defined as a digital record of what learners have learned in their daily 

lives using ubiquitous technologies. By using the ubiquitous learning system named 

SCROLL(System for Capturing and Remining Of Learning Logs), learners can save what they 

have learned in their daily lives with photo, such as location (latitude and longitude), learning 

place, and date and time of creation as a learning log. Although learners have many 

opportunities to learn words and meanings of objects with taking a photo in their daily lives, 

SCROLL is not implemented functions for supporting language learning with object and text 

detection. Therefore, this paper proposes a ubiquitous learning system to support language 

learning with object and text detection technologies.   
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1. Introduction 
 

In recent years, many researchers in language learning have constructed smart learning environments 

to support both in-class language learning and out-of-class language learning (Liu et al., 2019, Song et 

al., 2019 and Hasnine et al., 2019). To construct smart learning environments, it is often considered 

how recent technologies such as mobile and ubiquitous technologies can support language learning 

(Mouri et al., 2017; 2018). By using ubiquitous and mobile technologies, learners can actively save 

what they have learned as learning logs anytime and anywhere. 

For example, Wong et al. (2014) reported a learning system called MyCLOUD (My Chinese 

UbiquitOUs learning Days), which allows students to learn the Chinese language in both in-school and 

out-of-school learning spaces. Uosaki et al. (2010) reported a learning system called SMALL System 

(Seamless Mobile-Assisted Language Learning support system) to support Japanese students who 

aimed to learn the English language in a formal and an informal setting.  

 In these learning systems, when learners learn objects in their daily lives, they often take  photos 

regarding the objects and save them as learning logs. Learning words with photos is one of effective 

language learning methods. In the ubiquitous learning, when learners do not know meaning of the 

object, they often search it via internet or ask other learners or teachers. If providing the word regarding 

the object of the photo right after taking a photo, the efficiency of the learning can be enhanced. 

Therefore, this paper proposes ubiquitous learning system to support language learning with object and 

text detection technologies. 

 

2. SCROLL 
 

SCROLL project has started to support real-life language learning since 2011. SCROLL aims to aid 

users to simply capture, review and reflect their learning logs, reuse and share the knowledge. To 

simplify the process of capturing the learning experience in their daily lives, SCROLL provides a 
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well-defined form to illustrate a learning log. It adopts an approach to share contents with other users 

based on a LORE (Log-Organize-Recall-Evaluate) model proposed by Ogata et al. (2014). How the 

model supports each learning process is described below.  

(1) Log: learners are likely to face some problems such as how to read, write and pronounce the object 

in their daily life. Then, they search the details of the object via internet or ask other learners and 

teachers about it. They can save what they have learned with photo, such as location (latitude and 

longitude), learning place, and date and time of creation as a learning log as shown in Figure 1.  

(2) Organize: When a learner adds a new learning log, SCROLL compares it with his past learning logs 

and those of other users, categorize it and shows him related the learning logs. By sharing the 

learning logs as shown in Figure 2, past learning and current learning can be linked and their 

knowledge will be reorganized and reinforced.  

(3) Recall: Learners are likely to forget what they have learned previously. It is necessary to support 

re-calling their past learning logs. During this learning process, the system support learners to recall 

what they have learned by using a quiz function (Li et al., 2013; Ogata et al., 2014). The quizzes are 

created automatically from uploaded learning logs. By answering the quizzes, the learner’s 

knowledge will be enhanced.  

(4) Evaluate: It is important to recognize what and how the learner has learned by analyzing the past 

ULLs, so that he or she can improve what and how to learn in the future. Mouri et al. (2014; 2015a; 

2015b) developed an innovative visualization system that implemented Time-Map with network 

based graph theory to support this learning process. For example, when learners use the 

visualization system, they can reflect on what and how they have learned based on their past ULLs. 

It is expected that enhancing learning activities to share and reflect ULLs.  

 

    
Figure 1. Interface for adding learning logs                 Figure 2. Learning logs 

 

3. Overview to support language learning with object and text detection. 
 

As described section 2, learners often search the details of the objects via internet and ask other learners 

or teachers. To make learners’ learning work efficiently, this section describes a method to support 

language learning with object detection and text detection. Figure 3 shows the overview. 

When learners save learning logs with photos, the photo data is sent into cyber space. In the 

cyber space, our system categorizes whether the images include objects or texts. After categorizing the 

objects and texts images, the system detects the objects and the texts in the images based on google 

cloud  vision api. After detecting them, the system adds annotations regarding the objects or texts. For 
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example, when a learner does not know an object (e.g. a folding fan) in his/her photo, he/she uploads the 

photo into cyber space using SCROLL. Our system detects the object as “a folding fan” and then 

translate it to the target language (e.g. Japanese: 扇子) that the learner is aiming to study.  

In text detection, how does it support learners? For example, when a learner visits places such 

as temples, shrines and museums, he/she tend to read the sign in front of the artifacts. In most cases, the 

texts are written in the native language of the country. By using our system, texts shown in their 

uploaded photos can be detected, and our system translates them into their native language that the 

learner wants to study. These analysis results are shown in the learner’ web browser. 

 

 
Figure 3. Overview for supporting ubiquitous language learning with object and text detection 

 

4. Implementation  
 

Figure 4 shows the interface for detecting objects and texts by uploading a photo. Firstly, the learner 

chooses the photo that he/she wants to detect objects and texts. Secondly, he/she chooses object 

detection or text detection icon. 
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Figure 4. interface for detecting objects and texts by uploading a photo 

 

Figure 5 shows the result of the text detection. This photo is a sign in front of an artifact in a temple. By 

translating it to their native language, the learner can read and learn the meanings of the artifact. Figure 

6 shows the result of the object detection. This photo includes a snake and frog. The table in Figure 7 are 

displayed in score order based on google vision api calculation. The result shows “serpent”, ”snake” 

and “Reptile” such as related to the objects “snake” and “frog”. Based on these results, the learner learns 

the words of the objects in the photo. 

 

   
Figure 5. Result of text detetction                    Figure 6. Result of object detection 

 

 

5. Conclusion and future work  
 

This paper described a ubiquitous learning system to support language learning with object and 

text detection technologies. To detect objects and texts in photos, this study used google cloud vision 

api. By this, our system enabled learners to provide the results of text and object detection. 

However, it is yet to be evaluated whether these analysis results are effective for language 

learning and the efficiency of learning can be enhanced. In future work, we will consider to evaluate 

them. 

 

 

 



 

196 

 

Acknowledgements 
 

Part of this research work was supported by the Grants-in-Aid for Scientific Research Nos. 17K12947, 

16H03078, 16H06304, 18K02820 and 18H04125 from the Ministry of Education, Culture, Sports, 

Science and Technology (MEXT) in Japan.  

 

 

References 
 

Song, Y., Lung, K.M., Ogata, H., Yang, Y, Hasnine, N.H and Mouri, K. (2019), Bridging in-class and 

real life vocabulary learning using a mobile learner-generated content tool: A case study, the 23rd 

Global Chinese Conference on Computers in Education, pp.176-186, 2019. 

Liu, S., Mouri, K., Ogata, H. (2019), The Information Infrastructure for Analyzing and Visualizing 

Learning Logs in Ubiquitous Learning Environments. In: Streitz N., Konomi S. (eds) Distributed, 

Ambient and Pervasive Interactions. HCII 2019. Lecture Notes in Computer Science, vol 11587. 

Springer, pp.408-418. 

Hasnie, M.N, Flanagan, B., Ishikawa, M., Ogata, H., Mouri, K. and Kaneko, K. (2019). A Platform for 

Image Recommendation in Foreign Word Learning, the 9th International Conference on Learning 

Analytics and Knowledge, pp.187-188. 

Uosaki, N., Li, M., Hou, B., Ogata, H., & Yano, Y. (2010). Supporting an English course using 

handhelds in a seamless learning environment, Workshop of the 18nd International Conference on 

Computers in Education (ICCE 2010), 185-192. 

Wong, L. H., Chai, C. S., Aw, C. P., & King, R. (2014). Employing the TPACK framework for 

research-teacher co-design of a mobile-assisted seamless language learning environment. IEEE 

Transaction on Learning Technologies, 8(1), 31-42. 

Ogata, H., Hou, B., Li, M., Uosaki, N. Mouri, K., & Liu, S. (2014). Ubiquitous learning project using 

life-logging technology in Japan. Educational Technology and Society Journal, 17(2), 85-100. 

Li, M., Ogata, H., Hou, B, Uosaki, N., & Mouri, K. (2013). Context-aware and personalization method 

in ubiquitous learning log system. Educational Technology & Society, 16(3), 362–373. 

Mouri, K., Ogata, H., Uosaki, N., & Liu, S. (2014). Visualization for analyzing ubiquitous learning 

logs. In Proceedings of the 22nd International Conference on Computers in Education (ICCE 

2014) (pp. 461-470). Nara, Japan.  

Mouri, K., & Ogata, H. (2015a). Ubiquitous learning analytics in the real-world language learning. 

Smart Learning Environment, 2(15), 1-18.  

Mouri, K., Ogata, H., & Uosaki, N. (2015b). Analysis of ubiquitous learning logs using social network 

analysis. International Journal of Mobile Learning and Organisation, 9(2), 101-123. 

Mouri, K., Ogata, H. & Uosaki, N. (2017). Learning analytics in a seamless learning environment, 

International Learning Analytics & Knowledge Conference, 348-357. 

Mouri, K., Uosaki, N. & Ogata, H. (2018). Learning analytics for supporting seamless language 

learning using e-book with ubiquitous learning system, journal of Education technology & 

Society, 21(2),150-163. 

“Google cloud vision API”, retrieved Aug. 22, 2019 from https://cloud.google.com/. 
 


