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Abstract: In this paper, we describe computer-assisted mi@ation training(CAPT)
through the visualization of learner’s articulat@gsture. Typical CAPT systems evaluate
pronunciation by using speech recognition technglbgwever, they cannot indicate how
the learner can correct his/her articulation. Theppsed system enables the learner to
study how to correct pronunciation by adjusting #ntculatory organs highlighted on a
screen and comparing with the correctly pronourgesture. In the system, a multi-layer
neural network (MLN) is used to convert learnepeeach into the coordinate of a vocal
tract using MRI data. Then, a CG generation prooegsuts articulatory gesture using the
values of the vocal tract coordinate. Moreover m@roved the animations by modifying
vocal tract coordinate of important articulatorygan and training them in MLN. Lastly
the comparison of the extracted CG animation frgmesh and the actual MRI data is
investigated. The new system could generate aeyur&G animations from English
speech by Japanese as well as English native spetth experiment.

Keywords: Interactive pronunciation training, Articulatorgature extraction, Articulatory
gesture CG-generation

Introduction

Computer-assisted pronunciation training (CAPT) lmeen introduced for language
education in recent years [1], [2]. Typical CAPTst®ms evaluate the pronunciation of
learners and point out the articulation error bipgspeech recognition technology [3], [4],
and [5]. Moreover, some of them can indicate thigeinces between incorrect and
correct pronunciation by displaying speech wavefomi™ and 2¢ formant frequencies.
The learners can aware of the differences; howeklrey, cannot correct the pronunciation
only by such information unless they have suffitiemwledge in phonetics. On the other
hand, some studies have introduced sagittal aatioxy information by animations or
video of correct gesture [6], [7], however, becatisse approaches do not feedback the
learner’s incorrect gesture at the same time, thgses of articulatory feedback do not in
fact help learners. The CAPT systems should gueadenkrs how to adjust articulatory
organs when correcting pronunciation error. We tstudied pronunciation training based
on articulatory feature extraction from speech [@] that realizes visualization of
learner’s pronunciation error. We expect that ttep-$y-step learning process using CG
animation enables a learner to study how to comérher pronunciation by adjusting
articulatory movement highlighted on a screen adgaring with the correct one.
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Figure 1: System Outline.

In the proposed system, a multi-layer neural ngtw@ILN) is used to convert
learner’s speech into the coordinate of a vocal tnging MRI data [10]. The articulatory
features (AFs; place of articulation and manneaniculation) extracted from speech is
applied for the input of MLN [11]. Then, a CG geaigon process outputs articulatory
gesture using the values of the coordinate. Howeteraccuracies of the generated CG
animations were not sufficient. Therefore the newteam modifies coordinate vectors
corresponding to anchor points and gives them ash& signals of the MLN. Here,
anchor points indicate important articulatory posit They are configured according to
phoneme in order to anchor the coordinate vectanamportant position of a articulatory
organ when a phoneme is pronounced. Namely anchot ghanges depending to
phoneme. The system improves MLNs by focusing te thaining of important
articulatory positions. Lastly, the comparison loé generated CG animation from speech
and the actual MRI data was investigated. In paldicwe conducted the comparison of
MLN trained with anchor point modification and mad without them because the goal of
this paper is to improve the accuracies of the Q@mations with anchor point
modification.

In section 1, the estimation of articulatory feafuthe coordinate vector extraction,
the modification of coordinate vectors in anchompxy and the CG animation generation
are described. In section 2, experimental resuéidesscussed by comparing the extracted
animation with MRI data. In the last section, tlager is summarized.

1. Generation of Animated Pronunciation
1.1 System outline

Figure 1 shows a system outline. The system caensistinly of an AF extractor [8], a
coordinate vector extractor using MLN, and a CGration generator. We introduce the
articulatory features (AFs) composed of place ¢italation and manner of articulation
extracted from the speech, and use them to genkigtiy accurate CG animations. As
for articulatory features extraction, we use erptileveloped technologies as described in
the next paragraph. MLN is trained on the basithefarticulatory features as input data
and the coordinate vectors as output data. Heredbedinate vectors corresponding to
anchor points are modified for each phoneme. Thised coordinate vectors are applied
in teacher signal of MLN. The coordinate vectors acquired by transforming the AFs.
This means that the new system improves MLNs byding to the training of important
articulatory mannersaand positions. The CG animation is generated on bhgs of
coordinate values extracted from the trained MLN. &Aresult, user's speech is input in
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our system, and then a CG animation is automaficgénerated to visualize the
articulatory movements.

Table 1: A part of articulatory features set
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1.2 Articulatory feature extraction

In order to vocalize, humans change the shapeettital tract and move articulatory
organs such as the lips, alveolar arch, palategu@mnand pharynx. This is called
articulatory movement. Each attribute of the pladearticulation (back vowel, front
vowel, palate, etc.) and manner of articulationcéfive, plosive, nasal, etc.) in the
articulatory movement is called an articulatorytfea. In short, articulatory features are
information (for instance, closing the lips to poomce "m") about the movement of the
articulatoryorgan that contributes to the articulatory movembmnthis paper, articulatory
features are expressed by assigning +/- as theréeaf each articulation in a phoneme.
Table 1 shows articulatory features set. We geedrah articulatory feature table of 28
dimensions corresponding to 43 English phonemesdeéfimed the articulatory features
based on distinctive phonetic features (DPF) inerimtional phonetic symbols
(International Phonetic Alphabet; IPA) [9].

We also used our previously developed articulatéepture (AF) extraction
technology [10]. The extraction accuracy is abdu@® Figure 2 shows the AF extractor.
An input speech is sampled at 16 kHz and a 512tgetT (Fast Fourier Transform) of
the 25 ms Hamming-windowed speech segment is apeliery 10 ms. The resultant FFT
power spectrum is then integrated into a 24-ch BBasd-pass Filters) output with mel-
scaled center frequencies. At the acoustic feaxmaction stage, the BPF outputs are first
converted to local features (LFs) by applying thpeet linear regression (LR) along the
time and frequency axes. LFs represent variatioa gpectrum pattern along two axes.
After compressing these two LFs with 24 dimensions LFs with 12 dimensions using a
discrete cosine transform (DCT), a 25-dimensiofalAt, 12 Af, and AP, where P stands
for the log power of a raw speech signal) featueetar called LF is extracted. Our
previous work showed that LF is superior to MFCC e(fNtequency Cepstrum
Coefficients) as the input to MLNs for the extraatiof AFs. LFs then enter a three-stage
AF extractor. The first stage extracts 45-dimensiohF vectors from the LFs of input
speech using two MLNs, where the first MLN maps wstic features, or LFs, onto
discrete AFs and the second MLN reduces misclaasifin at phoneme boundaries by
constraining the AF context. The second stage puwates inhibition/enhancement
(In/En) functionalities to obtain modified AF patte. The third stage decorrelates three
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context vectors of AFs. Figure 3 shows actual aldiory feature sequence outputted from
MLN. Articulatory features are continuous values.
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Figure 2: Articulatory feature extraction.

1.3 Coordinate vector extraction

We apply magnetic resonance imaging (MRI) datal@ia the coordinate values of the
shape of an articulatory organ. MRl machines captorages within the body by using
magnetic fields and electric waves. The MRI datatwaed in two dimensions detail the
movements of the person’s tongue, larynx, and @alating utterance using a phonation-
synchronized imaging [10]. The data-set of MRI apdech used here is 176 vocabulary-
words uttered 192 times by two English native spemaKone female and one male) and
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two Japanese speakers (one female and one malean{D@ations are generated on the

basis of coordinate vectors. The MLN trains aratoity features as input, that are

extracted from speech recorded at the MRI dataciidins, and the coordinate vectors of
the articulatory organs acquired from the MRI in@@s output (Figure 4). As a result,
after the input of user’s speech, the coordinat@ore adjusted to the speech are extracted,
and then a CG animation is generated. In this@gcthe extraction of the feature points
on the MRI data and the method for calculating ¢bherdinate vectors of each feature
point are described.

We assigned initial feature points to the artitarha organ’s shapes (tongue, palate,
lips, and lower jaw) on the MRI data beforehande flamber of initial feature points was
43 (black-colored points in Figure 5). Then, werdased the number of dimensions in the
MLN in order to train the MLN effectively with a sah amount of MRI data. We selected
six feature-points that are important at pronummmattraining (Figure 6). The feature
points used here are obtained by the followingsstep
1. 10-ms speech and image segment from the MRI datagoorted.

2. The coordinate value of each feature-point is exthby calculating the optical flow
in each frame (Figure 4). The input data of thaaaptflow program is a coordinate
vector set at the initial feature points.

3. The coordinate vectors of each feature point areutzed. The numbers of
dimensions in each MLN-unit are; (a) input unit(@48 x 3) articulatory features, (b)
output unit 36 (6 x 2 x 3) x-y coordinate vectors.

1.4 Modification of coordinate vectors for anchor Point

We apply MRI data to obtain the detailed movemeafthuman’s articulation. However
some shapes of articulatory organs in the MRI dagaindistinct because the MRI data is
generated by superposing the images captured tloailatory movements uttered 192
times per a word. Some coordinate values are wrmigto be able to track them by
optical flow accurately. The proposed system tlgeetets some anchor points based on
the places of articulation. Anchor points meanggportant place of an articulatory organ
that change with uttering. To anchor the coordinegetor of a position of an important
articulatory organ when a phoneme is pronounceal sifstem trains MRI by using the
modified coordinate vector for anchor point. Th@m@ach could be efficient to clarify the
motions of CG animations and teach the learnerdrntiportant articulatory movement.
Table 2 shows an anchor point of each phoneme arfdatmre point (in Fig.6)
corresponding to the anchor point. The phoneme caddd” means unique Japanese
phoneme not included English phoneme.

Figure 5: Feature points on MRI data. Figure 6: Feature points used in MLN training.
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Table 2: Anchor point and the feature point for eab phoneme

Phoneme Anchor point Feature point in Fig.6
p, b, m Bilabial 1

f, v Labiodental 1

0, 0, tJ,dJ Dental 2

t, d, z,B, |, @dzJ ts J, s Alveolar 2

@, e8.J @ d, &, 28_J Post alveolar 3

K, d Palatal 3

Kk, g Velar 4

n Velar (Backward) 5

all phonemes except m, n, Uvula 6

First the coordinate vector of the feature poiotresponding to a phoneme in
coordinate vectors calculated in section 1.3 is iffextl on the base of Table 2. For
example when humans pronounce /p/, /b/, Im/, hipthdre closed firstly. Therefore we
difined bilabial (closing both lips) as the anclpoint of /p/, /b/, /m/. Figure 6 explains the
example. The coordinate value of feature p@inindicates the lower lip for /p/, /b/, /m/ in
teacher signal is modified to coincide with it bétupper lip. In the case of /t/, /d/, /z/, the
coordinate value of feature poi@ indicates the tip of the tongue is modified todiout
to the superior alveolar ridge between the uppethtand the hard palate. Other coordinate
vectors without anchor points are not modified. Wirains the revised coordinate vectors
and coordinate vectors without anchor points togredls teacher signal.

1.5 CG animation generation programs

We, firstly, assigned 43 points (15 tongue poitsip points, 16 palate points, and 10
lower jaw points) as the initial feature-points thie MRI image. Then, the position
relations between six important feature-points usedraining at MLN and remaining 37
feature-points are calculated. The spline curvasisd to complement six feature-points
and other feature-points by keeping the positidatien. The movement is drawn on the
basis of coordinate vectors, however, since thisement is often unstable, we introduce
a median filter to smooth it out. A pronunciatiomining system is built as a web
application so that various users can access onvéfie The CG animation program is
implemented with Actionscript3.0 to operate on viebwser with Flash Player plug-in.
Figure 7 shows a screen shot of a CG animationlojgse in the present study. The
system highlights the wrong articulation organshvdtred dot by comparing positions of
each feature point between the learner's anima#iod the teacher’'s animation. For
instance, Figure 7 draws a red dot on the tip efttimgue, because the learner touches the
tip of the tongue to palate for utterance of /rur@ystem teaches the learner how and
where he/she should make corrections with the o¢d d

right

[ right ) ‘ =

]
]
* 1N

Figure 7: Animated Pronunciation of
“right” for learner/teacher.
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2. Evaluation

The correlation coefficients between the coordinatieies in CG animations extracted by
MLN and their corresponding values in articulatggstures investigated on the MRI data
were evaluated. Especially the new system genegttamatically CG animations from
English speech by Japanese speakers as well astEngtive speech in this experiment.
We verified the accuracy of their animations. Atuhally, the effectiveness of anchor
point was investigated.

2.1 Experimental data and setup

The MRI data used in the evaluation was taken single shot, in which two English
native speakers and two Japanese speakers uti@dehgjlish words. The data set used in
the experiment is as follows.

D1: Training data set for an AF-coordinate vector cotere 176 short words of English
speech and images included in the MRI data (one raatl one female English native
speakers, one male and one female Japanese speakers

D2-1: Testing data set for an AF-coordinate vector caieve®ne word of English speech
included in the MRI data (English native speaker).

D2-2: Testing data set for an AF-coordinate vector caieve®ne word of English speech
included in the MRI data (Japanese speaker).

The MLN for the AF extractor [11] was designedngsinot only TIMIT (the Texas
Instruments and Massachusetts Institute of Teclgypldatabase [12] as English speech
but CSJ (The Corpus of Spontaneous Japanese) satdl®, because English speech by
Japanese speakers may contain unigue Japanese [xpegiments are conducted by
using a leave-one-out cross-validation method,ithdt75 trials are investigated.

2.2 Experimental results

To compare the animations modified a feature padntesponding to an anchor point with
the animations not modified it, Figure 8 and Fig@rshow the correlation coefficient for
each feature point. The articulatory organs of daelture point are shown in Figure 6.
The horizontal axis shows feature points, they fman feature pointD refers to the
lower lip, feature poin to ® refers to the tongue, and feature paitthe soft palate.
As a result, the correlation coefficient of animas modified feature points of an anchor
point increased by about 0.11 point than the anamatwithout anchor point in the case of
English speaker, and it improved 0.10 point in¢hee of Japanese speaker. Especially it
was extremely valuable to be improved coordinattors of feature point) and feature
point @), because the motions of the lip and the tip ofttmgue are important to instruct
articulatory movements. Moreover the correlatioafticient of the animations for English
speech of Japanese speakers was average 0.7®slhe demonstrate that the animations
generated from English speech of Japanese speakéddsbe also smooth motions.

Figure 10 and Figure 11 show the correlation coefit for each phoneme. Because
Japanese speaker in this experiment uttered udip@nese phonemes in English speech,
Japanese phonemes of t J, d_J, ts_J3addare included in Figure 11. That is, the
animations of Japanese phonemes could be gendmatestimating accurately them from
English speech. As a result, our proposed systempoat out such a unique Japanese
mispronunciation through the generated animatiofsr the averaged correlation
coefficient of all the phonemes, the animationshwiie modification for anchor point
were 0.74 and the animations without anchor poietewd.67. Though the system could
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express important articulatory manners and plageselting some anchors, other feature
points in animations should be further corrected.
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3. Conclusion

We developed a system that can generate CG anmmatiarticulatory movements by
extracting articulatory features from speech. Pnamation errors of a learner can be seen
by displaying the articulatory movements of hisfwergue, palate, lip, and lower jaw on a
screen as a comparative animation with a teachmerthis paper, we improved the
animations by modifying some coordinates correspantb anchor points. Experimental
evaluation showed the correlation coefficient oé t8G animations with articulatory
gestures investigated in the MRI data. As a redihié correlation coefficient of
animations modified in anchor point increased bguld.11 point than the animations
without anchor point. The correlation coefficierittbe animations for English speech of
Japanese speaker was average 0.79. We confirmetthéhsmooth animations can be also
generated from English speech of Japanese speakeelaas English native speaker.
Future works include educational evaluations of prgposed system by conducting in
language classes.
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