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Abstract: Text input is a mundane activity that is very closely associated with Human
Computer Interaction. In this paper, using the object tracking facility of the Microsoft Kinect
sensor and Tesseract for Optical Character Recognition (OCR), we made it possible to write
the text by moving our finger in the air as though we were writing on a virtual slate. One of
the main purposes of this proposed work is to help the children so that they can improve their
handwriting without somebody to check and monitor their writing activity continuously.
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1. Introduction

We have been writing on pen and paper for a very long time but now with the huge improvement in
tools for Human Computer Interaction, we are constantly trying to improve the means by which we
can perform these mundane actions of writing. Several methods have been proposed for text input to a
computer including variations of existing tools, like various types of keyboards. In our proposed
work, we tried to create a Virtual Slate by means of which we would be writing in the air, and the
device would convert these gestures into the text that the computer can process (Schick et al., 2012).
This has been made possible with the help of the Microsoft Kinect Sensor.

As children everyone learns to write on an actual slate using chalk to write. But in the digital
age we are looking for a means to replace this old technique. This problem is important because
Human Computer Interaction is a constantly evolving field. We propose a new technique by which
children can repeat this same procedure but without chalk or any physical surface. The Virtual Slate
makes it possible for them writes all their text simply by waving their finger in front of a Kinect
Sensor.

Another aspect of this technique is that it varies the tolerance for conversion of gesture to text
as a simulation of difficulty level. By varying this the child in question can get continuous feedback as
to whether his/her handwriting is improving or not. This would be a completely unbiased opinion as it
is purely based on how close to the actual character shape the drawn character is.

The rest of the paper deals with the various stages of the aforementioned procedure. Section 2
discusses the literature survey. Section 3 describes the proposed methodology. Section 4 explains the
implementation details followed by results and analysis discussed in Section 5. Finally, Section 6
concludes the paper with the future work.

2. Literature Survey

As mentioned earlier, not much research work has been done in the area of human computer
interaction to recognize the input data from the hand gesture in mid air. Alexander Schick et al.
(2012) proposed a hand gesture character recognition system in mid air using Hidden Markov Model
(HMM) but it was criticized for its low input speed and physical strain.

Oikonomidis et al. (2011) proposed a robust Particle Swarm Optimization based 3D gesture
recognition system which recognizes the hand gesture using Kinect sensor and OCR, but they haven't
extended their work for the design of any application. Further, for real time scenario they used GPUs
for faster hand gesture recognition.
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Jin et al. (2013) proposed Kinect based fingertip recognition tool for deletion of the geometric
model and their future work on extending their character set to include English and Chinese
Characters. Ayshee et al. (2014) proposed fuzzy rule based hand gesture recognition system but it is
used to recognize only Bengali characters. Further, this is a static hand gesture character recognition
system. Burgbacher U et al. (2016) proposed stroke based virtual keyboard for mobile devices, as the
name suggests giving input requires the physical contact of finger with the device.

There are several works from Feng et al. (2013), Chattopadhyay et al. (2008), Chen et al.
(2015), MChen (2016) etc., discusses either static or real-time character recognition from hand
gesture using sensors but none of these applications uses character recognition as a game based
learning tool for improving the users' handwriting. Table 1 summarizes the merits and limitations of
existing works. Hence, in this paper, we propose a real-time Kinect based text input tool for
improving the users' handwriting.

Table 1. Summary of Existing Works

Authors Method Merits Limitations
Schick et al. (2012) HMM be.ls.ed Character ng.h.character Low input speeq and
recognition system. recognition accuracy. physical strain.
Xiao-Jie et al. (2013) Kinect ba§ed fingertip Used for geometric English cha?acters are
recognition system. models. not considered.
Tanzila Ferdous Fuzzy rule based hand Accqrg te character . Chargctg r recognition
Ayshee et al. (2014) esture recognition recognition for Bengali is limited only for
Y ) & g ) characters. Bengali characters.
Modelling and This application was
. .\ recognition of both not designed for Game
. Air-Writing .
Mingyu Chen (2016) . characters and words Based Learning or
Recognition. S . . f
for mid-air character improvise their
recognition. learning style.

3. Proposed Methodology

The proposed methodology consists of hand tracking using Microsoft Kinect sensor (Figure 1),
storing the tracked coordinates into bitmap image, then recognizing the character and finally giving
the feedback to the user for the improvement of his(her) hand writing (Figure 2).

3.1 Hand Tracking

Object tracking is the main feature of the Microsoft Kinect sensor as shown in Figure 1 and it is able
to do this with very high accuracy. When a person is present in front of the Microsoft Kinect, the
Skeleton Frame is captured for each person. But in our application we rely on tracking on a single
person's hand joints. The minimum distance between the Microsoft Kinect and person to be tracked is
6 feet. The Person who is near to the Microsoft Kinect is taken as the person to be tracked depending
on the z- axis value. It is taken as Primary Skeleton and up to twenty joints of the body of the person
are tracked. From the Primary Skeleton, we obtained the wrist and hand joint points of the skeleton
hand. For our application we retrieve the coordinates of the left and right hand joints (Mori et al.,
1992). Using this data, we decide whether the writing is yet to start or ongoing. When the user's left
hand is raised then the application assumes that the drawing has begun. Based on the relative z-
coordinate of the right hand with respect to the person's head the application begins tracking the x-
and y- coordinates of the right hand when it is thrust forward. It is in this stage that the drawing is
recorded. When the user's left hand is put back down then the application stores the tracked
coordinates in the form a bitmap image.
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Figure 1. The Kinect Architecture
3.2 Optical Character Recognition (OCR)

Optical Character Recognition (Oikonomidis et al., 2011) is the next step after storing the tracked
coordinates. The bitmap image that was generated after the previous stage is passed to the portion of
the application that handles OCR. To aid with OCR, we used the open source library Tesseract
sponsored by Google. Tesseract is mainly written in C and C++ and hence the APIs to use it in C++
are fairly intuitive. It has proved itself to be the best open source OCR engine at the moment and the
accuracy achieved during our application is reasonably high. This is mainly because of its excellent
character recognition kernel. The application in its current stage only uses the OCR one character at a
time but it can be extended to apply OCR to words or even sentences as a whole at a time. Tesseract is
capable of both these features and hence should scale with the application if we add these features.

3.3 Tesseract

Tesseract assumes that its input is a binary image with optional polygonal text regions defined.
Processing follows a traditional step-by-step pipeline. The first step is a connected component
analysis in which outlines of the components are stored. This was a computationally expensive design
decision at the time, but had a significant advantage: by inspection of the nesting of outlines, and the
number of child and grandchild outlines, it is simple to detect inverse text and recognize it as easily as
black-on-white text. Tesseract was probably the first OCR engine able to handle white-on-black text
so trivially. At this stage, outlines are gathered together, purely by nesting, into Blobs. Blobs are
organized into text lines, and the lines and regions are analyzed for fixed pitch or proportional text.
Text lines are broken into words differently according to the kind of character spacing. Fixed pitch
text is chopped immediately by character cells. Proportional text is broken into words using definite
spaces and fuzzy spaces. Recognition then proceeds as a two-pass process. In the first pass, an attempt
is made to recognize each word in turn. Each word that is satisfactory is passed to an adaptive
classifier as training data. The adaptive classifier then gets a chance to more accurately recognize text
lower down the page. Since the adaptive classifier may have learned something useful too late to
make a contribution near the top of the page, a second pass is run over the page, in which words that
were not recognized well enough are recognized again. A final phase resolves fuzzy spaces, and
checks alternative hypotheses for the x-height to locate small-cap text (Smith, 2007).
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4. Implementation Details

To implement the Virtual Slate, we programmed the Kinect sensor using C++. The platform for the
implementation is Microsoft Visual Studio as it offers several features that simplify the process of
programming the Kinect sensor. The various stages of the implementation are as follows:

4.1 Object Tracking

Microsoft Kinect does this object tracking with very high accuracy and with very less effort.
The APISs to track joints allow us to choose the Left and Right hand joints directly (Frati et al., 2011).
Once we have the coordinates of these joints, we simply monitor them continuously for changes that
will reflect the User's intentions.

The left hand indicates whether the user wishes to start drawing or not. When the left hand is
down in the normal position, we consider this as the start state or the stop state depending on whether
the user has been drawing till now or not. Once the left hand is raised, we begin tracking the right
hand. The right hand is the equivalent of the user's pen. The left hand being thrust forward indicates
that the user wishes to start drawing i.e, pen-down state. When he brings his hand back it represents
the pen-up state. When the left hand is raised, we begin recording the varying coordinates of the left
hand and storing them in a bitmap file. When the left hand is put down again the bitmap file is saved
(Figure 2).

4.2 Converting the Image to Text

Once the bitmap file is saved we must convert this image to text and for this we must rely on OCR. At
this stage, we call the Teserract API and pass the bitmap image to it. Before this stage we need to do
some basic image processing in order to make sure that the image is of sufficiently high quality so
that Teserract can convert it into text with good accuracy. The API returns the probable character or
text that the image represents with the confidence level which it associates with the conversion.

4.3 Difficulty Level

Now we have the probable text form as well as the confidence level of the conversion. We now need
to alter the results based on the difficulty level. This portion of the application is purely for the
purpose of giving feedback to the user on whether their handwriting is improving or not (Figure 2).
Based on the chosen difficulty level, we then alter the results based on varying confidence level. We
permit the conversion of the image to text only if it is greater or equal to the minimum required
confidence level at that difficulty level. Hence, if the drawing does not get converted to the text then
the user receives immediate feedback that their drawing is not close enough to the accepted shape of
that character.

5. Result and Analysis
5.1 Experimental Setup

The experiment was set up and tested with more than 60 students with the age group of 4 to 7 years.
The system configuration for the proposed experiment is shown in the Table 2.
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Table 2: System Configuration Details

System Configuration
Sl. No. Hardware Software
1 Microsoft Kinect Visual Studio
2 NVIDIA GeForce 630 Graphic Card Kinect SDK
3 Intel 17 Processor OCR-Tesseract
4 8 GB Ram
5 64 bit Operating System

5.2 Usability analysis

Initially a video of two minutes is shown to the children from which they will learn how to use virtual
slate. Then they were made to stand in front of the Kinect Sensor which is next to the monitor. This
Monitor contains the GUI which shows the recognized character and the difficulty level they have
chosen and also it shows the difficulty level they have completed. Further, each set of play contains
recognition of 5 particular alphabets with their own chosen Difficulty Level (i.e, Confidence Level
(CL) from 1 - 10). There is also a provision of starting the game directly without choosing the
difficulty level. Depending on the gesture recognized by the Virtual Slate, the difficulty level is
automatically selected and displayed. If the highest difficulty level is not attained, then the user can
continue and complete the highest difficulty level. Monitor is preferred to the voice acknowledgement
since the system proposed by Schick et al. (2012) is criticized for continuous voice feedback for every
character recognized, which is annoying.

The Confidence Level (CL) was set for a scale of 1-10 and 10 denotes exact 100% match for
that particular alphabet. Table 3 contains the data of those 30 students who successfully completed the
confidence level 10 for five particular chosen alphabets. The initial CL number in the Table 3 denotes
the CL Value from which they have started and the Table 3 also contains how many attempts they
took to reach the highest confidence level.

Table 3: Confidence Level Analysis

No of No of No of

User Initial Attempts | User Initial Attempts User Initial Attempts

No. CL No. to Reach No. CL No. | to Reach No. CL No. to Reach

Max CL Max CL Max CL
1 3 17 11 5 5 21 5 9
2 4 15 12 5 8 22 6 10
3 3 13 13 3 11 23 7 5
4 4 11 14 5 15 24 8 5
5 5 9 15 5 6 25 6
6 4 11 16 6 5 26 8 6
7 4 10 17 7 6 27 8 8
8 3 12 18 6 7 28 8 7
9 4 8 19 7 7 29 5 9
10 5 9 20 7 9 30 4 5
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According to Alan et al. (2004), in order to make an application successful it should be used
(Make people want to use it). In order to check this, we kept our Virtual Slate in a classroom for the
entire day for 1 week. Whenever students had leisure time they were allowed to come and play. It is
observed that most of the students who had played earlier and hadn't completed all the levels for all
the English Alphabets, repeatedly played to complete the level. Further, surprisingly those who had
completed also played and tested for their consistency for maximum confidence level i.e., 10.

We also collected the feedback from the students either orally or through the written feedback
form for Virtual Slate for more than 30 students and the summary is shown in Table 4.

Table 4. Summary of Feedback obtained from more than 30 Students
(5-Point Likert Scale)

Q No. Items Value
1 The Virtual Slate functions were easy to use. 4.22
2 The Virtual Slate user interface is friendly. 4.00
3 Whether Virtual Slate keeps students from wandering 4.76
4 Virtual Slate Increases the interaction with the students 4.81
5 Virtual Slate Improves the Handwriting 4.85
6 Overall, I enjoy the Virtual Slate. 4.11
7 Overall, Virtual Slate helps me to learn better. 4.21
8 I would suggest this to my friends to improvise their learning 4.53

We also tested on more than 30 teenagers/adults with an age group of 15 to 55 years, they
found it as very interesting tools to check/improve their writing skills. Further, we also collected the
feedback from them which is shown in the Table 5.

Table 5. Summary of Feedback Obtained from 30 Teenagers/Adults
(5-Point Likert Scale)

Q No. Items Value
1 The Virtual Slate functions were easy to use. 4.79
2 The Virtual Slate user interface is friendly. 4.83
3 Whether Virtual Slate Improves the Handwriting 4.85
4 Overall, I enjoy the Virtual Slate and feel satisfied. 4.22
5 Overall, I think Virtual Slate helps me to learn better. 4.17
I would suggest this tools for the adults to improve their
6 . 3.21
handwriting
7 I would suggest this to the children to improvise their learning 4.71

5.3 Users' Feedback

Even though the Kinect sensor's gesture recognition is accurate, it requires sufficient amount of light
in the place where it is kept. Further, since we are using Kinect sensor, we need a computer with an
operating system. Hence it fails an application portability. Our work is for character by character
recognition, those who completed all the levels successfully for all the cases requested for a sentence
or word in cursive writing. Players complaint of physical strain due to continuous use of both the
hands.

6. Conclusion and Future Work
Children will be able to practice their handwriting and improve it by getting continuous feedback
from the Virtual Slate system. Also, by introducing a level of Gamification we introduced a motive

for them to keep trying to improve. The Virtual Slate can possibly revolutionize the way we give the
text input to the computer. For the time being, the accuracy and speed of input make this impractical
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and lacking when compared to a traditional keyboard. But with some improvements we may be able
to reach a stage where the keyboard is made redundant.

Future work includes the usage of handwriting recognition rather than OCR as it offers a
larger dataset to process. Also we could replace the drawing of characters with gestures that represent
commonly used words or sentences and we could type these with a single gesture. Further, the gesture
based text input could be beneficial to differently-abled users such as those suffering from blindness.
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