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Abstract:  Automated Essay Scoring (AES) is a task of automatically grading the students' 

answers to subjective or essay type questions. AES is an area where assessing the answers 

rationally is very important. Assessing these subjective answers has always been a 

challenging process concerning reliability and effort. In such times, where the entire 

education system has shifted to being online, it becomes necessary to develop a system that 

assesses students based on their subjective answers. However, the existing AES system 

primarily focuses on assessing essays on a single dimension that is either grading domain 

accuracy or grading the language correctness of the answers. Moreover, there are few AES 

systems to grade student’s responses in the computer science domain. To address these 

gaps, we propose an AES system to grade the subjective answers of students from the 

computer science domain. The proposed system grades the student’s responses in two 

dimensions, namely domain accuracy, and language proficiency. In order to test the system, 

we collected data from 200 students and manually labeled them for domain accuracy and 

language proficiency. The system graded the student’s responses automatically with domain 

accuracy of 89.47 percent and language proficiency of 84.79 percent.  

 

Keywords: Parallel networks, domain accuracy, language proficiency, LSTM, Computer 

Science, Word Embedding. 

 

 

1. Introduction 

 
Assessment has been an integral part of the teaching and learning process. Essay type questions are 

always part of assessments (Dong, Zhang, & Yang, 2017) and such questions offer students an 

opportunity to demonstrate knowledge, skills, and abilities in a variety of ways such as writing skills 

and formulating arguments supported with reasoning and evidence (Valenti, Neri, & Cucchiarelli, 

2003). However, because of the large number of student participation in assessments, manual 

evaluation and grading of answers to these essay type questions is a challenging task for the teachers. 

Manual evaluation by multiple teachers may also introduce inconsistent or erroneous grading because 

of mutual disagreements (Dasgupta, Naskar, Dey, & Saha, 2018). 

 To address this challenge automated essay scoring (AES) has been explored for over 50 years 

as a part of natural language processing. The existing works in AES were primarily developed to 

assess the essays on a single dimension such as either assessing domain knowledge or language 

proficiency. In order to provide detailed feedback to students and measure the outcome of all the 

objectives of subjective assessments, it is necessary to grade them on both domain accuracy and 

language proficiency. There exist few systems to detect both domain accuracy and language 

proficiency. However, they provide the final score as a combination/average of the domain and 

language accuracy. To address this gap, we propose a system that grades essays on mainly two 

parameters: domain accuracy and language proficiency. 
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The related systems with AES implement word embedding, transfer learning and feature 

engineering to score the answers (Hussein, Hassan, & Nassef, 2019) (Hussein, A., & Nassef, 2020). 

Many systems with respect to AES have been using LSTMs and CNNs to find meaning behind text 

and score it (Taghipour & Ng, 2016)(Hussein, A., & Nassef, 2020) (Cao, Jin, Wan, & Yu, 2020). A 

Siamese Bidirectional LSTM based Regression was designed for grading the answers of the Computer 

Science domain (Prabhudesai, Arya, Duong, 2019). 

A few systems work in the CS domain (Ndukwe, Amadi, Nkomo, & Daniel, 2020) (Hussein, 

Hassan, & Nassef, 2019) and hence, there is limited availability of dataset from CS domain. Very few 

systems predict a score on English language proficiency (Ndukwe, Amadi, Nkomo, & Daniel, 2020) 

(Zhao, Zhang, Xiong, Botelho, & Heffernan, 2017). Moreover, most of the papers are improving the 

performance over the existing ASAP dataset.  

 Our proposed system uses a parallel Long Short Term Memory (LSTM) network, one for 

checking the domain accuracy of the answer and another for checking the language proficiency. We 

selected LSTM networks because they are widely used in recent related works and it utilizes the long-

distance dependencies in the answers (Taghipour & Ng, 2016). From the existing AES systems, we 

found that there is no dataset in the CS domain that can be used for scoring. To address scarcity of 

dataset in CS domain, we created a dataset. The dataset is called the UM dataset and has answers Data 

Structures (DS). 200 students were given four essay-type questions as part of their assignments. 

Students’ answers were graded by the instructors for domain and language accuracy and were given a 

score using a rubric designed by subject experts.  

To train and test our system, a corpus of words was developed related to the Data structures 

domain using three standard textbooks from the university curriculum. The words in the corpus are 

then converted into word embedding using the Gensim Library, the embedding size is set to 300 

dimensions The proposed AES system graded the student’s response with a domain accuracy of 89.47 

percent, language proficiency of 84.7 percent. 

Since the UM dataset is small, to test the performance of our system on a large dataset we 

searched for an existing dataset in the DS course. We found a database from the University of North 

Texas (UT dataset). The dataset had short answers from the Data Structures domain. However, the UT 

dataset was associated with only domain scores and the rubrics used for grading were unavailable. 

Hence, we graded the UT dataset for language proficiency by experts using the rubrics that we 

developed. The proposed system graded the answers in UT dataset with a domain accuracy of 89.43 

percent and language proficiency of 89.92 percent. The results indicate that our proposed dual LSTM 

network can perform well on both small and large datasets. 

The rest of the paper is divided as follows. Section 2 discusses our proposed system. Section 

3 describes the detailed implementation of our system and the results of the system are provided in 

section 4. Following this, section 5 throws light on the discussion and conclusion of the system. 

 

 

2. Proposed Methodology 

We use a parallel LSTM networks for automated grading of students’ subjective answers to predict a 

separate individual score for domain accuracy as well as language proficiency for these answers. 

Figure 1 shows the block diagram of the proposed system. This trained word2vec model is stored and 

then fed to the LSTM model where the domain accuracy and language proficiency score is calculated.  

 

Figure 1. System Flow Diagram. 
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3. Implementation 

 
The model takes in the answers of the data structures course graded on the domain accuracy and 

language proficiency as its input. The input fed is the word embeddings. The system uses a parallel 

LSTM network to score the answers.  After successfully training and testing the model, the scores are 

displayed in the form of a tuple. The functions of each block are described in the following 

subsections. 

The input block of the system takes in the answers of the data structures course that are 

graded by experts on both domain accuracy and language proficiency. The block performs the data 

cleaning by removing the nulls and performs exploratory data analysis on the subjective answers.. The 

dataset and pre-processing are explained in detail below. 

We created our data set called the UM (University of Mumbai) dataset, consisting of 

descriptive answers for the data structures course offered in the second-year engineering curriculum. 

Students were given a set of four questions to solve in one hour as part of their assignment. The 

questions are shown in Table 1. 200 students participated in the assignment. These answers were 

collected online.  

Two domain experts who taught the course three times graded the answers on domain 

accuracy. To have consistency in grading, a rubric was designed as shown in Table 3 and the inter-

rater reliability achieved with Cohen kappa was 0.82. Table 2 talks about the language rubric that has 

been used to score the answers on language proficiency by an Expert. 

 

Table 1. Assignment questions for creating UM dataset 

 
 

Table 2. Rubrics for accessing Language Proficiency 
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We created a corpus that consisted of words from the domain from three standard books from 

the university curriculum. We use the gensim library to create the word2vec model. The model is 

trained with an embedding size of 300 and uses the skip-gram model (Agarap, 2019). After this 

trained model is stored, when we input the answers the model checks for new words and adds them to 

the word2vec model corpus. 

Table 3. Rubrics for accessing Domain Accuracy 

 

The LSTM model consists of five layers. The recurrent dropout throughout the model is set to 

40 percent and dropout is set to 50 percent. The first layer is the embedding layer, second LSTM layer 

consists of 300 neurons, input shape is set to 1,300 and the return sequence parameter is set to true. 

The third layer is an LSTM layer with 64 neurons, fourth layer is a dropout layer and last is a dense 

layer to take output. 

 

      
Figure 2. Parallel LSTM Network Model. 

 

The activation function used is a rectified linear (ReLU) unit throughout the model (Agarap, 

2019). We used mean square error, mean absolute error and cohens kappa metrics to evaluate the 

model. The input is optimized using the Adam optimizer (Kingma & Ba, 2017). The system uses a 

parallel LSTM network that work to score the answers in Figure 2.  

The output block of the system consists of the results of the two parallel LSTM 

networks into a single tuple {Score 1, Score 2}. The first value in the tuple will be the score 

of domain accuracy and the second will be the language proficiency.  

 
 

4. Results 

The parallel LSTM model is first tested on the UM dataset. This dataset is fed to the model for both 

domain accuracy and language proficiency. The model is trained for 10 folds of cross-validation and 
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50 epochs each fold. Table 4 indicates the domain accuracy confusion matrix when the model is tested 

on the UM dataset and table 5 indicates the language proficiency. After successfully training the 

model, its performance is summarized as shown in Table 4. 

After evaluation of the model, it produces a mean square error (mse) of 0.4 for domain 

accuracy and 0.2 for language proficiency. A quadratic weighted kappa (qwk) of 76.5 and 86.2 for 

domain accuracy and language proficiency, a precision score of 68.2 and 80, a recall score of 86.7 and 

83, the overall accuracy of the model is 89.47 for domain accuracy and 84.7 for language proficiency. 

 

Table 4. The Confusion matrix for the language proficiency & domain accuracy of the dataset UM 

   

 
The UM dataset is smaller in size, due to which we also tested it on the UT dataset to check 

the generalizability of our model. The UT dataset created by the University of North Texas consists of 

questions from the Data Structures course given as part of a course assignment (Mohler, Bunescu, & 

Mihalcea, 2011) (Mohler & Mihalcea, 2009). The dataset in all had 1400 answers rated on domain 

accuracy in the range of 1(Beginner) to 4(Advanced).  The UT dataset does not have a language score 

assigned to the answers. Hence, we had an expert (doctorate in English literature) who graded the 

answers on language proficiency using a rubric shown in Table 2.The model runs for 10 folds of 

cross-validation with 50 epochs each fold. Table 5 indicates the domain accuracy confusion matrix 

when the model is tested on the UT dataset and table 8 indicates the language proficiency confusion 

matrix.  

 

Table 5. The Confusion matrix for the language proficiency & domain accuracy of the UT dataset 

 

After evaluation of the model, it produces a mean square error (mse) of 0.1 for domain 

accuracy and 0.3 for language proficiency. A quadratic weighted kappa (qwk) of 81 and 92 for 

domain accuracy and language proficiency, a precision score of 70.7 and 80, a recall score of 73.3 and 

86.5, the overall accuracy of the model is 89.43 for domain accuracy and 89.92 language proficiency. 

 

 

5. Discussion and Conclusion 

 
We developed a system that uses parallel LSTM networks to grade students’ subjective answers. Due 

to the limited availability of data in the CS domain, we created our own UM dataset by conducting an 

assessment consisting of essay type questions for the second year Engineering students from 

University of Mumbai in the data structures course. The answers are rated by experts for domain 

accuracy and language proficiency. The expert raters used two different rubrics to grade these answers 

and the grades ranged between 1(Beginner) to 4(Expert) as explained previously in section 4.1.1. 
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The system was also tested on the bigger dataset (UT) which we got from the University of 

North Texas (Mohler, Bunescu, & Mihalcea, 2011) (Mohler & Mihalcea, 2009) to check how the 

model would generalize for a large dataset. The results show that it performs well across both datasets 

for domain accuracy and language proficiency. We plan to share UM data publicly so that other 

researchers can use and build an AES system around it. 

Currently, there is very limited availability of datasets in the CS domain. The UM dataset 

consists of only subtopics of the data structures course whereas the UT dataset has answers from all 

the topics of the course. The results of the UM dataset, when evaluated and analyzed, portray that the 

dataset might be unbalanced. The system performance can be improved if more data is available for 

training. The limitation of the system is that it can grade the answers only with integer values. 

Another limitation of the system is that it cannot provide feedback to the user on why the answer has 

been given a particular score. 

In future, this system could be generalized to more domains to include other courses of CS 

Domain. We can also dive deeper into NLP and try including various text features that can be used 

with these word vectors to generate a more accurate system. The system could incorporate a self-

explanatory feedback mechanism based on the rubrics and help the students in self-learning and 

improvement. 
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