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Abstract: The use of educational digital tools — both within and outside the classroom — has
opened up for novel ways to investigate and pursue research on learning. For instance, the built-
in intelligence that many applications have may also log the learner's actual activities,
transforming them into models and statistics. Research reveals that such data-traces sometimes
point in other directions than traditional self-reports, where students are asked about their
learning activities or their use of a certain application or system. We wished to pursue this line
of inquiry and explore if there are some types of estimations that correlate with objective
measures, and hence if some types of estimations are better carried out through objective
measures than through self-reports. Our study compared data-logged activities (clicks and eye-
tracking measures) with self-reports on game-behavior for two types of estimations (requests
for more feedback and reading feedback). To our knowledge, this kind of inquiry, comparing
different types of data on feedback management, is rare. The results reveal that even if the
students were quite good at estimating and reporting their requests for more feedback (in terms
of clicks), they were substantially poorer at evaluating the extent of feedback messages they had
read. These findings suggest that estimations of tasks that require more complex inner cognitive
processes (e.g. reading) are more difficult for students themselves to report appropriately —
whereas more procedural processes or concrete behaviors (i. e. clicking) are easier. These results
are further discussed together with possible limitations in the measures used.
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1. Introduction

The digitalization of learning environments during the last decades has transformed education and
learning science in fundamental ways. Not only may intelligent systems individualize learning by, for
instance, providing automatic feedback, hints, or tailored instructions to a learner. In addition, log files
may be collected and transformed into fine-grained statistics that may reveal how learners engage in a
certain task, what resources they use, or if they engage in self-regulated learning. Such data traces, it
turns out, often differ from self-reports, where students are asked to make judgements — often
retrospectively — about their own applied strategies, actions, and efforts (Perry & Winne, 2006; Winne
& Perry, 2000).

In fact, the validity of self-report instruments for evaluating learning activities is today broadly
questioned, and in the field of self-regulated learning there are ongoing discussions of why self-report
data may not be reliable indicators of the tactics learners actually use while they are studying (Hadwin,
Nesbit, Jamieson-Noel, Code & Winne, 2007; Cho & Yoo, 2017). This might be particularly true for
younger students, since they — due to less developed metacognitive capacities than those in youths and
adults — have great difficulties when it comes to self-judgments (Demetriou & Kazi, 2006), and often
strongly overestimate their own performances and abilities (Demetriou & Efklides, 1989). Younger
children also tend to confuse the perceptions of academic ability with perceptions of appropriate social
behavior (Paris & Newman, 1990). However, making proper judgements about one’s own learning
strategies is considered important for gaining new knowledge (Zimmerman, 2001), and previous studies
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show that metacognitive skills also often correlate with general performance (Bransford, Brown &
Cocking, 2000).

One alternative to subjective reports is, of course, ‘objective’ ones. And, as stated above,
today’s digitized learning environments are developing rapidly, not at least in the field of learning
analytics. Faster computers, better data storage together with sophisticated statistical tools make it
possible to gather fine-grained and real-time digital patterns and feed this back to students, teachers, or
researchers in a series of ways. And many researchers point to the possibility of not only evaluating
students’ active choices and strategies, but also their inner cognitive states and processes (Azevedo et
al, 2013; Koedinger, d’Mello, McLaughlin, Pardos & Rosé, 2015) — all in the pursuit of optimizing
teaching and learning situations and supporting students to become effective and self-regulated learners.
One of the added values with gathering behavioral data in learning contexts is also to predict learning
outcomes.

In this quest, it is of great importance to understand more about the pros and cons regarding
objective versus subjective data, and to learn more about how such data best should be combined.
However, before throwing ourselves into the big complex pond of learning analytics and student
modelling, it may be of interest to start at a more fundamental level — not at least since many learning
processes still remain to be explicitly defined. For instance, what are the relations between traceable
interactive behaviors (such as clicking, reading) and the students’ own thoughts about their learning
processes (i. e. requesting/wanting information and/or processing it)? And what differences between
self-reports and data logs may we expect when we focus on such processes and strategies? The purpose
of this paper is to contribute to this line of research by looking at data from a specific kind of SRL-
strategy, namely feedback management. By investigating two different types of behaviors — namely
‘requesting’ feedback and ‘reading’ feedback messages — we hope to spread some light over how self-
reports and data traces may reveal different things, not only about the processes in general, but also
about the student as a learner. To our knowledge, this kind of inquiry, comparing different types of data
on feedback management, is rare.

1.1 Subjective and objective measures for evaluating SRL

When it comes to evaluating differences between self-reports and digital traces, most studies — at least
those focusing on SRL — have mainly been concerned with the measures’ appropriateness for modelling
learning profiles or predicting learning gains. Here, Cho and Yoo (2017) found that subjective measures
from the classical MSQL-questionnaire (Pintrich, Smith, Garcia & McKeachie, 1991) were less
appropriate for predicting students’ achievement levels (in form of final grades) than data traces from
an online learning management system (Blackboard). However, van Halem, van Klaverena,
Drachslerbc, Schmitzd, & Cornelisza (2020) received partially different results when comparing
MSQL-reports with logs from another LMS (Canvas) accompanied by logs from a learning tool in
statistics. Here, van Halem et al (ibid.) concluded that while some MSLQ-reports could explaine a
substantial proportion of academic performance, other variables based on trace data instead might
reveal a substantial variation in performance. And in another study by Ellis, Han and Pardo (2017), it
was shown that the combination of self-reports and observational data provided a better predictive
model of students’ learning outcomes than any of the measures alone.

Fewer studies have made direct and straight-forward comparisons between self-report measures
and data logs. However, Hadwin et al (2007) did an exploratory case study on eight students using
gStudy, where they paired MSQL-reports with digital online behaviors (such as making questions,
finding ideas, linking information, summarizing ideas, making lists and defining lack of knowledge).
In general, self-reports correlated poorly with data logs, although they were slightly more comparable
for some actions, such as summarizing important information. In another study, Kia, Hatala, Baker &
Teasly (2021) added pop-up windows to an existing LMS (Canvas), where students answered multiple-
choice questions about their ongoing behaviors (stated like ‘which of the statements below best
describes what you are doing on this assignment at this moment?’). These responses were then evaluated
and compared to data logs categorizing different SRL-behaviors (task definition, planning, enactment,
and adapting). It was shown that the correspondence between students’ self-reports and categorized data
logs varied between 32% and 73%. The most difficult behaviors to self-assess (or to interpret digitally,
depending on what is thought of as the most correct) were ‘planning’ and ‘adaption’, while ‘task
definition’ and ‘enactment’ (i.e., activities corresponding with working on the assignment) were easier.
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Evidently, self-evaluating one’s own behaviors is not straightforward, but even if self-reports
have limitations, the weaknesses of data traces also need to be emphasized. As an example, a study by
Tempelaar, Rienties & Nguyen (2020) confirms the individual biases in self-reports but lifts forth that
the very biases also may be used as predictors for student performance. In addition, they point to the
fact that data logged behaviors, such as a ‘high level of learning activity’ may have a series of different
causes. A ‘high level of activity’ may signal an engaged and well performing student, but may also
indicate a conscientious student, or a student with low proficiency in need of extra learning efforts. The
authors conclude that especially trace data of ‘process type’ (e. g. is, number of attempts to solve an
exercise, time on tasks, number of assignments completed) should be used with caution, whereas data
traces of ‘product type’ (e. g. proportion of exercises correctly solved) could be better trusted, and
especially so if complemented with self-report data. These conclusions are in line with other studies
(Tempelaar, Rienties, Giesbers, 2015; Tempelaar, Rienties, Mittelmeier & Nguyen, 2018).

To summarize, even if some measures may be more reliable and/or useful than others for some
specific purposes, it is not clear why and how subjective and objective measures of different phenomena
tell us different things. However, in their review of 14 SRL-studies between 2003 and 2015, Rovers,
Clarebout, Savelberg, de Bruin & van Merriénboer (2019) conclude that granularity is an important
concept when comparing different measures of SRL, They also conclude that while self-report
questionnaires may give a rather accurate insight into students’ global level of self-regulation,
behavioral objective measures are more accurate when evaluating specific SRL-strategies. This, on the
other hand, seems like a simplification when considering the findings of Tempelaar et. al (2020).

1.2 Subjective and objective measures of feedback engagement and reading

Students’ engagement with feedback is an important aspect SRL. For efficient learning to occur, you
should attend to feedback, read it, understand it and act on it properly. When it comes to measuring
students’ thoughts of and use of feedback, this has historically been done through surveys, interviews or
observations (Kerr, 2017; Eriksson, Bjorklund Boistrup & Thornberg, 2022). A classical setup is here
to ask students what kind of feedback they like or dislike, if and how they make use of the feedback and
why, and how the feedback ought to be formulated. On the other hand, when it comes to interpreting data
logs for analyzing feedback behavior — which has been done in a series of studies during the last decades
— the students’ subjective opinions about the feedback (and their handling of it) have been set aside.
Instead, the goal with the measurements has been to gather ‘true’ feedback engagement by, for instance,
counting requests for feedback (Ternblad & Tarning, 2020), looking at if the feedback has been used
when revising tasks (Silvervarg, Wolf, Blair, Haake & Gulz, 2021) or when the students engage with it
(Chen, Breslow, DeBoer, 2018). Such data traces have often been gathered through the use of specifically
designed digital learning applications or educational games (Tarning, Lee, Andersson, Méansson, Gulz, &
Haake, 2020; Biswas, Roscoe, Jeong & Sulcer, 2009), but are, as far as we know, rarely analyzed in
more open-ended learning systems.

To our knowledge, subjective and objective measures of feedback engagement have never been
compared. This might be due to the simple structures of the used variables (such as clicking for getting
more feedback) and that the digital footprints in this case seem to speak for themselves. To ask the
students if they requested more feedback or not does in this case appear superfluous (if they don’t
remember clicking, they are simply mistaken, since they obviously did click). However, the student’s
judgements about their own behavior (that is, if they think of themselves as individuals wanting
feedback, or if they are convinced that they behave appropriately even if they do not) may still be of
interest. And equally, it may also be of value to evaluate if such judgements differ in respect to what is
measured. Perhaps some behaviors are easier to self-evaluate than others? This is certainly the case
when it comes to more complex measures, as Hadwin et. al (2007) and Kia et. al (2021) have pointed
out.

One important aspect of feedback engagement is to properly attend to and read the feedback.
To evaluate if and how students have read a text is mostly done by asking questions about its content.
That means equating reading comprehension with reading (which may, of course, be the same thing).
However, paying attention to a text and frying to read it, but without fully understanding it, is not the
same thing as not attending to it at all. And if looking at these two behaviors in an SRL-context, not
paying enough attention is far worse. So, how to measure and assess ‘reading’ without confounding it
with ‘understanding’?
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One way of evaluating students’ reading behaviors is, of course, to plainly ask them. This was
typically done for evaluating reading habits and reading comprehension strategies during the late 1900’s,
revealing that students in all age groups have difficulties to self-report how and what they actually have
read (Baker & Cerro, 2000). Not only do self-report measures concerning reading strategies lack a
theoretical basis, but they are also highly context- task- and goal dependent (Hadwin et. al, 2007).
Moreover, Cromley and Azvedo (2006) conclude, studying ninth graders readings of texts on American
history, that one of the problems with self-reports is that they often are collected outside of the learning
context (after of before the actual reading takes place). They compared prospective self-reports on
specific reading behaviors with think-aloud protocols and a concurrent control measure of actual strategy
use (gathered by multiple choice-questions). When trying to relate these measures to one another — as
well as to a test on reading comprehension — they stated that the prospective self-reports were the only
ones not correlating with any of the other measures.

A different, and today more common approach is to evaluate students’ reading behaviors by
using eye-tracking measurements. Eye-tracking is a non-intrusive measurement technique based on the
Eye-mind hypothesis originating from Just and Carpenter (1980), which states that visual fixations on
objects (or words) is strongly correlated with cognitively processing them. And even if it’s important
to bear in mind that the detection of eye-movements does not directly correspond to underlying
cognitive processes (we may, for instance, attend to something that is not in our visual focus), it still
constitutes a reliable instrument for evaluating capacities like information processing and visual
attention (Carter & Luke, 2020). When detecting reading behaviors in eye-tracking studies, scanpath
patterns are normally used together with durations of fixations and recordings of blinks and saccades.
By using well proven algorithms (often based on Hidden Markov Models) it is then possible to predict
whether a given sequence of events reflects a reading or not (see for instance Kollmorgen & Holmgqvist,
2007; Simola, Salojarvi & Kojo, 2008; Wengelin et. al, 2009). And it is of course also possible to
evaluate if some specific areas or objects have been attended to by merely looking at fixations. To our
knowledge, eye-tracking measures capturing reading have rarely been compared to self-reports. Instead,
they have been evaluated through reading comprehension tests and free recall.

1.3 The scope of the present study

This study has two purposes: First, to contribute to the line of research comparing subjective and
objective measures important for SRL, and see if we, with our specific dataset and our specific subject
(that is, feedback engagement), get similar results as previous studies, and if not, discuss why. Second,
to illustrate how subjective and objective measures on feedback engagement may differ due to what is
specifically measured. For this paper we looked at two different estimations students did after playing
an educational game in history. On the one hand, we investigated fifth grader’s retrospective self-
evaluations of (i) how large a proportion of automatically presented feedback messages they read while
playing an educational game, and (ii) how large a proportion of optional feedback messages they did
request while playing. These self-reports were then compared to the students’ gaze behavior (using eye-
tracking) and logged actions (in terms of clicks), searching for correlations, deviations or similarities.
Of special interest to us was whether the subjective report of a more cognitive demanding and
also more ambiguous task like reading (ambiguous in that way that it can mean different things to
different people) would correlate less well with data-logging (i.e., eye-tracking measures) whereas self-
reports for a more concrete task (estimating the number of clicks) would correlate better with the
objective measures (i.e. data-logging). If such a discrepancy turned up, we were interested to learn what
it could tell us about a) the different content and representability of the measures, and b) the students’
metacognitive capacities of judging their own behavior. More specifically, our research questions were:

i) How good are middle-school students at judging their own ‘clicking’ and ‘reading’
behavior? And are there any differences between estimating ‘reading’ and estimating

‘clicking’” when comparing self-reports with data traces?

ii) Can potential differences between self-reports and data traces be used to predict
performance?
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Notably, the research questions specifically target students’ engagement with feedback messages.
And since engaging with feedback is an important part of self-regulated learning, we were also
interested in discussing the possible benefits of using both types of measures and if and how
comparisons between them may be used for evaluating students’ SRL-skills.

2. Method
2.1 Participants, procedure and materials

45 5™ graders (24 girls and 22 boys) from two classes from a school in southern Sweden participated in
a study on feedback behavior by playing an educational game in history. In the game, students visited
historical scenes and persons, searched for text-based information and solved tasks (either by
constructing a concept map, categorizing statements, or pairing historical figures and events on a
timeline) (see also Térning et al, 2020). After having completed a task and having it corrected by a
“correction machine”, the students also received informative text-based feedback on selected errors and
hints on how to correct them (see Figure 1 for a time-line task and examples of feedback on possible
errors). The feedback was designed to be critical and constructive, scaffolding the students to do better
when they revised the task. After the first feedback message, the students were offered to click on other
marked errors to receive additional pieces of feedback. The students had to be at least 80% correct on a
task to be allowed to start on a new one, and many students needed many trials to be able to progress in
the game.

The timing "during the 19th century”

for the pieces "Emelie du Chatelet” and
"was the first woman to be elected to a
scientific academy" is wrong.

You can find the right time by going to
Chatelet again .

These pieces do not belong together:
"encouraged sciences as philisophy,
mathematics and logic” and "lsaac Newton".

You can find what Isaac Newton should be
paired with if you travel back to him and
look at his experiments and diplomas again.

Figure 1. Timy constructing a time-line with historical persons and their scientific contributions (left),
and examples of feedback from the correction machine (right).

In total, the students worked with the game during three one hour sessions. During the third
session (the data from which we base the present analysis on), the students used computers with
integrated eye-trackers situated in a classroom-like laboratory at Lund University. The experiment
ended with the students filling in a questionnaire with questions regarding their efforts and behavior
when playing. One of these questions targeted to what extent the students had read the feedback
provided to them, while another asked to what extent they had clicked to receive more feedback on

9 e

some other errors or mistakes. For both questions there were five possible answers: “always”, “most
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often”, “sometimes”, “not very often” and “never”.
2.2 Eye-tracking measurements and data logs

All screen activities were logged together with eye movement events (fixations, saccades and blinks)
using an integrated SMI REDm eye tracking camera with SMI iViewX and SMI BeGaze 3.6 software
with a sampling rate of 120 Hz. The eye-tracking recordings were used for evaluating if the students
noticed the feedback or not, and if they read the feedback or not. For measuring if the feedback message
was noticed, we used the fixation based AOI hit, which states for a fixation that its coordinate value is
inside the area of interest (AOI) (Holmqvist et al., 2011). An AOI is defined as a region in the stimuli
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in which the researcher is interested in gathering data. Consequently, in the present study, the areas
containing feedback boxes were defined as AOIs. After verifying an AOI hit, every feedback instance
was categorized as either ‘noticed’ or ‘ignored’, and the proportion of noticed feedback messages was
calculated for each participant.
‘Reading behavior’ was identified by a learning algorithm in form of a support vector machine
(SVM) (Lee, 2017). This was calibrated for each participant, using three eye movement measures:
duration of fixation, saccadic amplitude, and regression. Every feedback text was then classified as
‘read’ or ‘not-read’ based on an intrinsic threshold determined in a pilot study (Lee, 2017). The reason
for not using existing standardized models (which are based on adult readers) was due to the students’
age and large variability in gaze behavior. Consequently, by simplifying the eye-tracking measure and
adjusting it to each individual student, we ensured capturing a sufficient degree of ‘reading-like’ events.
Finally, we also calculated an in-game performance measure by using the logged scores
(percent correct) for each task trial and averaging these values over all tasks and trials.

3. Results

To be able to compare self-reports with eye-tracking data, the five levels of ‘clicked’ and ‘read’
feedback from the questionnaires were translated into numbers: 100%, 75%, 50%, 25% and 0%. Data
from 42 students was included in the final analysis, and the results are described in the passages below.
It should be noted, that even if statistical significance levels are calculated and presented, no corrections
for multiple analyses have been performed. The analysis is explorative — thus the results should be
interpreted as indicative, mainly pointing in directions that could be further investigated.

3.1 Comparison between self-reports and data traces targeting feedback clicks

We start with an evaluation of the students’ requests for additional feedback (here referred to as
‘clicks’). The self-reported extent of feedback clicks (35% in average) was similar to the logged one
(38% in average). A Mann-Whitney U-test revealed no significant difference between measures
(W=855, p = 0.67). Studying the relationship between individual values by calculating Pearson’s
correlation coefficient, the objective and subjective measures were found to be significantly positively
correlated: r(34) = 0.40, p < 0.01 (see Figure 2).
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Figure 2. Comparison between logged and self-reported feedback requests (clicks). Left:
Boxplot. Right: Scatterplot with Pearson’s Correlation.

3.2 Comparison between self-reports and data traces targeting readings of feedback
When it comes to the students’ reports of feedback readings, the self-reported extent of feedback read
(59% in average) was larger than the one based on eye-tracking measurements (47% in average). A

Mann-Whitney U-test here revealed a significant difference between the two measures (W=486, p<
0.01), indicating that the students, in general, overestimated the extent to which they read the messages.
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In this case, the subjective and objective measures were not found to be correlated: r(34) = .05, p = .77.
See Figure 3 for visualizations of the results.

To evaluate whether the students confused reading the feedback with merely ‘glancing at it’,
the students’ self-reported extent of feedback read (59%) was also compared to the logs of feedback
‘noticed’ (72%). A Mann-Whitney U-test revealed a weak but still significant difference between the
two measures (W=777, p = 0.02), indicating that the students, in general, only self-reported a part of
the noticed feedback messages as ‘read’. These two measures were not found to be correlated either:
r(34) = .04, p = .81 (see Figure 4).
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Figure 3. Comparison between logged and self-reported readings of feedback. Left: Boxplot.
Right: Scatterplot with Pearson’s Correlation.
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Figure 4. Comparison between self-reported readings of feedback and logs of feedback noticed.
Left: Boxplot. Right: Scatterplot with Pearson’s Correlation.

One might expect that the self-reported readings of feedback messages would lie somewhere in
between the logs of ‘noticed’ and ‘read’ messages, and this was also true for 47% of the participants.
However, 31% underestimated their reading, reporting to have read a lower extent of the messages than
what was logged as ‘read’. On the other hand 22% reported to have read a higher extent of messages
than what was logged as ‘noticed’ — clearly making an improper judgement about their reading behavior,
since it is impossible to read what you don’t notice.

3.3 Comparisons of (mis)judgments and performance
As stated above, metacognitive capacities may correlate with academic performance. We therefore
decided to investigate if the incorrectness of the individual student’s judgement would correlate with

their performance in the game, here focusing on feedback readings (since these were difficult to
estimate). We could expect a negative correlation between this incorrectness (measured as the absolute
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difference between the self-reports and logged feedback readings) and the average performance level
(measured as % correct over all tasks and trials). The result is presented in Figure 5 below, revealing
that the inaccuracy in the self-reports did not have any significant correlation with the students’ average
performance levels: r(34) = .17, p = .33.

As of yet, the self-reports on how much feedback the students had read haven’t corresponded
to any other measure, and the value of asking students about their reading behavior appears, so far, to
be questionable. However, one final analysis, addressing if the self-reports could reflect other desirable
and productive strategies (such as really trying to solve the tasks or performing well) is in its place.
Hence, we decided to do a comparison between the self-reports on feedback readings and in-game
performance. The result is presented in Figure 5 below, showing that the two measures had a positive
and significant correlation: 1(34)= 0.41, p=0.01.
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Figure 5. Scatterplots comparing in-game performance levels with the absolute differences between
self-reports and data traces (left) and with the self-reports on feedback readings (right).

4. Discussion

Evidently, in the present study the students’ ability to correctly judge to what extent they had ‘read’ a
feedback text was substantially weaker than their ability to estimate to what extent they had made
requests for additional feedback texts (by clicking). Even though some students overestimated (but also
underestimated) their inclination to ‘click’, this behavior was less difficult to evaluate correctly
compared to the cognitive, and quite complex, behavior of ‘reading’. This is in line with previous
research, showing that reading is difficult to self-assess (Baker & Cerro, 2000; Hadwin et. al, 2007).
The difficulty in observing one’s own reading behavior could be due to the fact that attention directed
towards a text does not necessarily involve deeper engagement. The text could be ‘noticed’, ‘glimpsed
at’ or ‘skimmed’ — without any proper decoding or understanding. However, the self-reports on
feedback readings didn’t correspond to the logged eye-tracking measures of having ‘noticed’ the
feedback either. Indeed, self-evaluating this process appears to be hard.

Since reading is an important aspect of self-regulated learning, judging it properly is essential.
However, many automatic processes that learners apply, and reading is one of them, often operate
beneath the threshold of attention, making them hard to retrieve from memory (Perry & Winne, 2006).
The self-report concerning ‘reading the feedback’ may therefore instead be an after-construction, related
to performance, effort, or desirable behavior in school (a similar discussion regarding relations between
retrospective-self-reports and achievement is done by Veenman and van Cleef (2019)). Hence,
depending on if the students’ feedback engagement led to a success or failure, the interpretation of
‘having read the feedback’ might differ.

In addition, the students’ ability to correctly judge how much feedback they read (by looking at
the differences between self-reports and data traces from eye-tracking measurements) did not correlate
with in-game performance, questioning the actual benefits with comparing these two types of measures.
Taken together, the findings suggests that ‘reading’ might be a typical process suitable for measuring
objectively, without involving the student’s own (and often biased) beliefs and wishes. Still, another
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possibility is that the students only remembered reading (or not reading) the /atest of the presented
feedback messages, and thereby did not evaluate their behavior for the entire session. If this is the case,
the problem is not the lack of accurate self-esteem, but flaws in memory retrieval. Consequently,
questions about students’ learning strategies should probably be posed when the students in fact are
studying, and not after (or before, as Cromley and Azvedo (2006), also pointed out).

Before too strongly advocating eye-tracking for evaluating reading processes, the accuracy of
the ‘reading’-measure used in this study can, of course, also be questioned. Setting a different threshold
would most certainly have led to a different outcome. And it might also be, that ‘partly glancing at’ or
‘partly reading’ the feedback messages could be more beneficial than not noticing them at all, and that
‘reading’ shouldn’t be classified in a binary way. Unfortunately, at the same time as inner cognitive
processes and operations are difficult to self-evaluate, they are also the most difficult ones to catch and
quantify by intelligent algorithms and measurements. This is especially true for children, who behave
not only differently, but also in a less stable and predictable way than adults.

It should finally be emphasized that students’ self-reports may bring invaluable information
about the student’s own perceptions, attitudes, and beliefs about studying and learning. Hence, it might
not be a question about which measures to use, but about zow and when to register them and/or combine
them. Gaining more knowledge about differences and similarities between measures is therefore
essential, not at least before conducting large surveys about students’ learning habits, or before turning
data traces into advanced student models using sophisticated data mining techniques.
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