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Abstract: The authors analyzed the relationship between face direction and utterance during 

group discussion. For groups of six students, face direction data were collected using video and 

OpenFace, and utterance data were collected using a microphone array and the Hylable system. 

The results of the analysis show that the average number of persons who turned their faces 

differed significantly when the speaker did or did not speak.  
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1. Introduction  

  

Active learning has gained research interest in recent years (Hartikainen, Rintala, Pylväs, & Nokelainen, 

2019). One method of active learning is group discussion which involves frequent conversations. In 

general conversation, we communicate by combining verbal information, such as spoken language with 

nonverbal information, typically gestures and gaze (Jones & LeBaron, 2002). For example, in Hybrid 

meetings, it is difficult for remote participants to be involved in discussions (Yankelovich, Simpson, 

Kaplan, & Provino, 2007), which may be due to insufficient communication of verbal and nonverbal 

information. Research on conversation often focuses on verbal information. However, some research 

also focus on nonverbal information. This area is referred to as multimodal discourse analysis (MDA) 

(O’Halloran, 2011).  

As an example of multimodal information, face direction, such as head pose, is important 

nonverbal information that indicates the target of speech and the alternation of roles in conversation 

(Murphy-Chutorian & Trivedi, 2008). As concrete research, Ito et al. (2022) focuses on nonverbal 

information in group discussions in which neural network models that estimate the persuasiveness of 

participants using head pose data were constructed. However, Ito et al. (2022) did not analyze the 

influence of nonverbal information on utterance during group discussion.  

Therefore, in the present study, we focus on face direction and amount of utterance in a group 

discussion and hypothesized that a relationship exists between whether listeners turn their faces toward 

the speaker and amount of utterance. We used software to detect face direction and a microphone array 

to detect utterance to verify this hypothesis. We expect that the present study will provide insight for 

building a better learning environment on not only face-to-face group discussion, but also group 

discussion in HyFlex classes where communication using nonverbal information is difficult.  

  

 2. Method  

  

2.1 Data Collection  

  

We used two types of data: the amount of utterance for each person and face direction during the group 

discussion. In order to obtain the amount of utterance for each person, the Hylable microphone array 

was placed in the center of the group. This voice data was converted into amount of utterance. As for 

face direction, one iPad mini was placed in front of each subject to record the face of each subject. Face 
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directions were computed using OpenFace (Baltrušaitis, Zadeh, Lim, & Morency, 2018) on this video. 

In order to reduce the risk of COVID-19 exposure, the subjects wore masks with transparent mouthparts.  

  

2.2 Experiment and Analysis  

  

The subjects were 13 Japanese university students who consented to this research. The experiment was 

conducted on December 2 and 9, 2021. Three sets of 10-minute group discussions were held in order to 

obtain the data described in Section 2.1. For the experiment, the subjects were reorganized to make 

three groups with six participants in each (some students participated repeatedly). Before obtaining the 

data, we held a calibration for face direction. The subjects were instructed to direct their faces to specific 

angles, and we used the obtained baseline angle for the calibration. This calibration provides accuracy 

of face direction data.  

In order to determine who made an utterance at a particular time, we defined the subject with 

the maximum amount of utterances in each time frame (5 s) as the speaker, and the other subjects as 

non-speakers.  

  

  
3. Results and Discussion  

  

3.1 Utterance Timing and Facing Timing  

  

We visualized the timing when one subject made an utterance (utterance timing) and the timing when 

the other subjects turned their faces toward the subject (facing timing) (Figure 1). The blue dots indicate 

the utterance timing, and the red dots indicate the facing timing. Figure 1 shows the results for subject 

S011 in Group 1. Both A and B in Figure 1 are part of the timing in which Subject S011 spoke. Subject 

S011 spoke briefly in A and spoke longer in B. The number of subjects who turned their faces to Subject 

S011 was low in A, while the number of subjects who turned their faces to Subject S011 was high in B. 

Regarding this result, we assumed that the speaker made longer utterances because the face of the 

listener turned toward the speaker, and the speaker felt as if he/she was being asked for an opinion.  

  

 
Figure 1. Utterance timing of speaker and facing timing of listener  

  

3.2 Number of People Who Faced the Speaker and Whether the Speaker Made Utterances  

  

Figure 2 shows the number of people who faced the speaker in two conditions: when the speaker was 

speaking (speaking timing) and when the speaker was not speaking (non-speaking timing). Orange 

indicates speaking timing and green indicates non-speaking timing. From Figure 2, we can observe the 

difference in the number of people who faced the speaker between speaking timing and non-speaking 

timing for all subjects except Subject S005 in Group 1. We interpreted this as it being easier for the 

speaker to speak when many listeners turned their faces in his/her direction.  
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Figure 2. Number of people who faced the speaker and whether the speaker made utterances  

  

Next, we conducted an analysis of variance for the boxplot in Figure 2. The results show that, 

for all groups, the average number of people who faced the speaker was significantly different between 

speaking timing and non-speaking timing (p < 0.001).  

Accordingly, since the average number of people who faced the speaker differs significantly 

between the two conditions, the possibility of a relationship between the number of people who faced 

the speaker, and the speaking timing/non-speaking timing is clear. Since the two types of data used in 

the present study were obtained at the same time, it is impossible to clarify the cause and the results 

from among face direction data and utterance data. However, we believe that, since the faces of the 

listeners turned toward the speaker, the speaker felt that being expected to speak and the willingness to 

speak increased. Thus, the number of people who faced the speaker was high during speaking.  

  

 4. Conclusion and Future Research  

  

In the present study, we investigated the relationship between whether listeners turn their faces toward 

the speaker and amount of utterance in group discussions. As a result, having the face of the listener 

turned toward the speaker increases utterance by the speaker. In addition, a relationship may exist 

between the number of people who face the speaker and the amount of utterances. A future prospect is 

to research group discussions in HyFlex classes.  
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