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Abstract: In the analysis of student learning data, researchers found that students
often switch pages but cannot accurately find the target page. Therefore, in this study,
a page recommendation model to provide students with the target page for jumping to
improve the efficiency of student page jumping behavior was developed. The
recommendation model linearly combines the content-based recommendation model
using term frequency—inverse document frequency (TF-IDF) and the recommendation
model based on student log data, and determines the optimal weight of linear
combination through gradient descent. Finally, the accuracy of the model was
evaluated by comparing it with expert-generated recommendation outcomes.
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1. Introduction

Online learning has been on the increase in the last two decades (Martin, 2020). As an
important part of online learning, e-books, and other digital teaching materials are gradually
replacing traditional paper textbooks due to their low cost and better portability (Wang J,
Shimada A, 2023). However, research has found that some students can remember less
content when reading textbooks on screens than when reading paper textbooks, and their
understanding of the content is shallower than when reading paper textbooks (Lauterman T,
Ackerman R, 2014). At the same time, the sudden outbreak of COVID-19 has forced schools
around the world to adopt online teaching methods on a large scale. Research by Emma Dorn
and Bryan Hancock (2020) shows that COVID-19 has caused significant disruption to the
education system and students’ academic performance has declined to varying degrees.

Researching and improving online learning has become an important factor in improving
students’ online learning outcomes (Garcia-Morales, 2021). In the analysis of online learning
behavior, Yin et al. (2019) found that students with better academic performance have a
significantly higher Backing Track Rate (BTR) through the analysis of learning behavior
patterns based on student behavior data. Haverkamp (2020) also showed through research
that backtracking behavior has a uniquely positive effect on improving content understanding
when reading digital materials. However, in the analysis of learning data from 122 students,
we noted that more than 40% of backtracking behavior requires more than two jumps to
navigate to the target page, indicating that students’ backtracking behavior is inefficient.

To improve the efficiency of backtracking behavior and provide students with navigation
for page jumping, this study proposes a page recommendation model that combines
content-based and user data-based methods to help students find the target page for jumping
and improve learning efficiency when reading e-books.
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2. Literature review
2.1 TF-IDF algorithm

TF-IDF is a commonly used weighting technique for information retrieval and text mining,
which can reflect the importance of a word to a document or a corpus.

The TF-IDF algorithm was first proposed by Sparck Jones (1972) to evaluate the
performance of information retrieval systems. Later, it is widely used in various natural
language processing tasks. For example, Wu et al. (2008) applied TF-IDF to relevance
decision, Shahzad Qaiser et al. (2018) used the TF-IDF algorithm to examine the relevance of
keywords and documents in the corpus, Zhou et al. (2020) applied TF-IDF to cluster news.

Due to its simple mathematical calculation formula, low computational complexity, and
relatively good accuracy in classification (Wu, 2018) this study also uses this algorithm in the
recommendation model.

2.2 student log data analysis in Education

With the development of web-based education, educational data mining has become a
promising field (Romero, 2007), and many studies have been conducted on mining student log
data. In mining student log data, Yin et al. (2017) mined learning behavior patterns of different
types of students from data of students reading digital books; Zhao et al. (2021) predicted
students’ academic performance using 6 prediction algorithms based on student data from an
e-book system; Riestra-Gonzalez et al.(2021) predicted student performance in the early
stages of a course by analyzing log data from an LMS system; Gobert (2013) evaluated
students’ abilities in science inquiry through their log data.

In the research direction of recommending something to students based on student log
data, Aher (2012) recommended online courses through Moodle system’s student course
browsing data; Reddy (2016) recommended the learning sequence of courses based on the
courses and students’ grades.

These studies all focus on the personalized course or learning path recommendations
for students, while this paper focuses on recommending pages of digital books at a more
specific level.

3. Design and development of page jump recommendation model

In this section, the specific calculation method of TF-IDF in content-based recommendation
models, the method of mining page relevance from student log data, and the construction
method of hybrid models are mainly introduced.

3.1 Finding page associations based on textbook content

This study uses TF-IDF and cosine similarity to evaluate the relevance of pages. TF-IDF is an
analytical method for evaluating the importance of words in a document. TF represents the
frequency of a word in a document, and IDF represents the uniqueness of a word in a
document (Ramos J, 2003). By combining the two, TF-IDF takes into account both the number
of occurrences and the unique value of a word, providing a more comprehensive evaluation of
the association between a word and a text. The TF-IDF value is calculated using the following
formula:

Number of word t in page p in document E

TF(E|t,p) = ,
(Elt.p) Totalwords of pagep in E
pc
IDF(E|t) = log, (f(Elt))

TFIDF(E|t,p) = TF(E|t,p) * IDF(E|t)
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Table 1. Formula of TF-IDF

E E-book number
pc Total number of pages of E
p Apagein E
t A word
f(E|t) Number of pages that t appear in E

Through the TF-IDF value of words, each page of the textbook can be simply vectorized,
and then the cosine similarity between texts can be calculated. The closer the cosine similarity
between two vectors is to 1, the more similar the texts are. Repeating the calculation process
we can get a similarity matrix R« between texts

3.2 Mining page relevance based on students’ learning data

According to the research results of Chiba (2017), the reading speed evaluation index words
per minute (wpm) for students who use English as a second language when reading English
materials is 144.42 wpm. Based on this wpm, the time T required for a student to read a page
can be inferred from wpm and the total number of words on the page Ws by this formula:

W

P 0

T,

When a student performs a jump page behavior, a page sequence will be generated.
Considering that the student will not read all the content on the target page completely, we use
0.8 times the reading time T, of that page as the standard duration for that page.

page page page page page

within Standard Duration

. over Standard Duration

Figure 1. The method of judging page relevance.
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Figure 2. The text similarity matrix Rg.

When the student’s stay time on a certain page in the page sequence is greater than or
equal to the standard duration of that page, it is considered that the student has found the
target page of this jump, that is, the page is related to the starting page of the jump behavior,
and it is reflected in the text similarity matrix Rg as an increase of 1 in the corresponding
element value. Then each element is divided by the sum of the elements in its row and
normalized to update the matrix Rg.
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3.3 The construction of the recommendation model

This study combines the content-based text similarity matrix Rq and the user data-based text
similarity matrix Rg linearly according to the following formula to obtain the text similarity matrix
R(a,B) of the hybrid model, where a and 3 are obtained by gradient descent. Then sorting each
row of the R(a,) matrix in descending order we can obtain the recommendation list for each

page.
R(a,B) = aR, + BRg

This paper uses the following formula (Bartell, 1994) to find the optimal values of the
parameters a and B.

% g [Rij (@ B) = Ruc(, B)]
Zj>qik |Rij(a' B) — Ri(a, ﬁ)l

1
argmin/ == 17> /(@)

J > q;k means that for page i, the user is more likely to jump to page j than to page k. R;
is the similarity value between page i and page j, while Ri is the similarity value between page
i and page k. Q={qi} is the recommendation list for the textbook made in advance by experts,
where q;i is the recommendation list for page i. When the order of the recommendation list
generated by the model is completely consistent with the order of the expert recommendation
list, J=-1.

By comparing the order of the recommendation list generated by the model with the
expert-generated recommendation list, the a and B that minimize J are the optimal parameter
values.

]i(al ﬁ) =

4. Model evaluation and result
4.1 Model evaluation method

In 2.3, part of the expert-generated recommendation list is used as the training set and the
recommendation list Rm generated by the hybrid model is determined. Another part of the
expert-generated recommendation list is used as the validation set Re. When one of the top
three recommended pages given by Rm is included in the top three recommended pages of Re,
the model recommendation is considered successful. The evaluation index accuracy is
obtained by calculating the quotient of the number of successful pages and the total number of
pages.

4.2 Model evaluation result
In this study, we collected data from 122 university students who use English as a second

language studied the “Commercial Law” digital textbook in English and mined the associations
between texts from this data.

tit, the supply of goods is limited,
ch of contract.

ce, thereby terminating the

ted the goods, this would be

Ithough it felt the sale was

Figure 3. The text image of “Commercial Law”.

454



Table 2. Samples of log data

User ID Operation Date Page No
admin NEXT id:12 2016/10/12 39
page:39 14:00:31
demo NEXT id:12 2016/10/12 45
page:45 14:01:05
admin PREV id:12 2016/10/12 41
page:41 14:00:34
bookpage:41

Through gradient descent, the final determined values of a and g are
135.545422448513 and 116.968136487428 respectively.

The hybrid model, the recommendation model based on user data and the
content-based recommendation model were evaluated according to the method in 3.1, and
the results are shown in the table.

Table 3. The accuracy of models

Category Accuracy
hybrid model in this study 0.64
user data-based model only 0.61
content-based model only 0.37

The accuracy of the recommendation list generated using only user data is 0.61, the
accuracy of the recommendation list generated using only textbook content is 0.37, and the
accuracy of the model linearly combined through gradient descent reaches 0.64. The results
prove that the recommendation list generated by the hybrid model is more accurate and
effective than using only teaching material content or user data analysis alone.

5. Conclusions

This study linearly combined the recommendation model based on textbook content and the
recommendation model based on user data, and determined the optimal weights of the two
through gradient descent, resulting in a hybrid recommendation model for the page. After
comparing with expert data, the accuracy of the hybrid model was evaluated, proving the
accuracy of the page recommendation model is higher than that of a single model.

On the other hand, the poor performance of the recommendation model based solely on
content indicates that there is still much room for improvement in the processing methods of
the textbook content. And due to the lack of expert-generated recommendation lists and
student learning logs, the overall performance of the model is not satisfactory.

Therefore, more research is needed to improve the recommendation model, and the
effectiveness of the recommendation system still needs to be verified in actual learning
environments.
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