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Game-based learning provides a promising methodology for teaching skills such as
teamwork (Martín-Hernández et al., 2021; Riivari et al., 2021; Syynimaa et al., 2022).
Studies of human teamwork have identified various team processes that underlie good joint
task performance (e.g., Marks et al., 2001). The multiagent research community has
operationalized many of these findings into domain-independent algorithms that separate
task-specific knowledge from reusable task-independent teamwork knowledge (e.g., Tambe,
1997). These frameworks were successfully deployed in facilitating teamwork in real-world
human teams when supplied with task-specific knowledge (e.g., Chalupsky et al., 2001).

We present here an agent that focuses exclusively on teamwork-level variables in
deciding what interventions to use in coaching a human team in a game-based
search-and-rescue environment in Minecraft (Corral et al., 2021). The game is an urban
search and rescue (USAR) task that involves clearing and avoiding hazards while rescuing
victims of a disaster. The task is performed by distributed teams of three participants,
possibly with a human or agent as a coach. The coaches are not acting team members, but
they are able to communicate, via text chat, with the human team members, who themselves
can directly engage each other in high-volume, unconstrained voice communication.

Our agent does not directly observe the game environment or the people in it, but
instead relies on input from analytic components (ACs) (developed by other research teams)
that process environmental information and output only teamwork-relevant measures. Our
agent models teamwork variables and updates its beliefs over them using PsychSim, which
provides reusable AI technology for agents capable of populating game environments
(Pynadath & Marsella, 2005). PsychSim integrates two AI technologies: recursive models
(Gmytrasiewicz & Durfee, 1995) and decision-theoretic reasoning in the form of POMDPs
(Kaelbling et al., 1998). PsychSim has been used to build interactive training games for a
variety of soft skills, such as negotiation (Kim et al., 2009) and avoiding risky behavior under
social pressure (Miller et al., 2011). For the current search-and-rescue task, we built an
agent that assesses the team it is currently observing and chooses interventions to best
assist them. Details on our agent and some objective measures of its purposes are available
in an earlier publication (Pynadath et al., 2023). In this paper, we look deeper into some
specific observations of human behavior when interacting with our agent in the game.

Our agent used team-process variables (Marks et al., 2001) whose measures were
recently validated (Mathieu et al., 2020), but only those relevant to the game environment:

● Affect management: "activities that foster emotional balance, togetherness, and
effective coping with stressful demands and frustration."
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● Coordination: "the process of synchronizing or aligning the members’ actions."
● Motivating and confidence building: "activities that develop and maintain

members’ motivation and confidence while working toward team goals."
● Systems monitoring: "activities such as tracking team resources (e.g., money) and

factors in the team environment (e.g., inventories) to ensure that the team has what it
needs to accomplish its goals and objectives."

● Team monitoring: "members assisting others in the performance of their tasks (by
providing feedback or coaching or assisting with the task itself)."

None of these processes are directly observable. We thus model them as hidden variables
that our agent seeks to improve through the following candidate interventions:

● Reflection: Between trials, the agent prompts the team with a reminder about a
situation in the first trial where a player was stuck on a threat plate for an inordinate
amount of time.

● Cheerleading: The agent congratulates a player on successfully achieving a goal
(more specifically, moving a victim to a triage area).

● Report drop: The agent reports on a noteworthy lack of performance by one player
(more specifically, failure to respond to outstanding requests by a teammate).

● Notify phase (early): The agent reminds the team that it is still early in the game, so
exploration should be valued more.

● Notify phase (late): The agent reminds the team that it is getting late in the game,
so exploration should be valued less.

● Remind of best practices: The agent suggests that someone help a player who has
a number of outstanding, but unaddressed, requests.

● Prompt activity: The agent asks about any possible issues upon observing that the
team has been predominantly idle for a period of time.

Data for thirteen teams were collected at Arizona State University. One immediate
question was whether the teams even noticed our agent’s interventions. For one team, five
of eight interventions were verbally acknowledged; for two others, none were. For all other
teams, one or two interventions were explicitly acknowledged. Breaking down these counts
by intervention type, none of the cheerleading interventions were acknowledged. The two
notify phase interventions were the most commonly acknowledged (14 of 38), while the
various request/activity based interventions were less frequently acknowledged (8 of 38).

The post-trial survey asked a few questions about the participants' opinions of their
coach. Not surprisingly, the human coaches received much higher trust scores than the
agent coaches. All of the agent coaches were distrusted, but ours was distrusted the least.

Beyond these aggregate results, we found it necessary to examine the actual
behaviors of individual teams, in addition to listening to the dialogue within those teams. The
relatively small number of teams makes this in-depth examination feasible, although it also
potentially limits the generalizability of the observations made.

One recurring issue was a disconnect between what our agent perceived as requests
vs. what the team members actually intended as requests. Participants could mark blocks in
Minecraft (e.g., for victims, for obstructed rooms), making an implicit request (e.g., to
evacuate/triage the victim inside, to clear the obstruction). However, marking these blocks
was sometimes used as implicit communication or even just a mnemonic device, not a
request. This difference of perspective led to occasional confusion when our agent
intervened to stimulate satisfaction of “requests”. For example, in one trial, our agent
performed a remind of best practices intervention regarding Red's requests, but Red then
expressed no awareness of any requests when asked by another team member to clarify.

As a more positive example, there was another team where our agent also chose
remind of best practices for Red and where a team member also asked for clarification.
However, in this case, Red responded by explicitly identifying a victim, its type, and its
location. The other team member then saw this victim and triaged it. Our agent's intervention
thus triggered the desired shared situational awareness and subsequent task completion.

A more ambiguous example starts off just as these first two, with a team member
asking for clarification of Red's requests after an agent intervention. In this case, Red admits

708



to accidentally forgetting to pick up a marker. Despite our agent’s mistaken reaction to a
nonexistent request, the communication prompted by its intervention preempted the
misunderstanding that would have occurred if the discussion had not taken place.

As another example of the evaluation challenge, our agent performed the late version
of its “notify phase” interventions while the team was in the middle of discussing its strategy.
There was a pause while the speaker considered the agent's message, but then the team
resumed discussing and executing its current plan, which was in conflict with our agent's
recommendation. The team was clearly not complying, but it is not clear whether they were
better or worse off as a result. Thus, while the lack of compliance is objectively measurable,
any wider-scope learning outcomes are harder to evaluate.
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