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Abstract: Nowadays, most programming languages support multiple programming
paradigms, enabling the choices between them for different application scenarios and
even using them together, for example, object-oriented programming for system
modeling, event-driven programming for graphical user interface, and functional
programming for wrapping actions. However, learning different programming
paradigms is quite difficult, especially when they are given as a whole. Recursion is a
typical example since it originated in functional programming but was also included in
most structured programming languages. As Dijkstra pointed out, learners who are
familiar with structured programming tend to think about the control flow of recursion
and get confused by how the recursion can be implemented. To address this issue, we
developed a methodology along with system software to help novices think of recursive
solutions from the definition rather than the implementation.
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1. Introduction

Learning programming is learning how to appropriately use programming paradigms to
implement software and organize program code (Floyd, 1979), for example, learning how to
use objects, events, and functions. For a specific application scenario, programmers need to
appropriately use the programming paradigms supported in the programming language they
are using to implement software features. In other words, programming paradigms are the
methodology to organize programs for specific application scenarios and the way to implement
parts of a software system, which enables programmers to express their ideas with concrete
program code. Without knowledge of programming paradigms, writing a good program to fit
the system requirement is impossible.

Programming paradigms can be supported with either language constructs or design
patterns. Language constructs are the essential elements in a programming language to form
a programming paradigm, basically supported by reserved keywords and language syntax.
For example, the “if-else” and “for” structured programming and “class” for object-oriented
programming; programmers can easily use them for desired functionalities. On the other hand,
design patterns are developed based on existing language constructs to achieve
functionalities that are not directly supported by the language. In other words, following the
developed patterns to write a piece of code to implement functionality such as “for” or
“class.” In languages that do not directly support event-driven programming, for example,
C++ and Java, programmers can implement events with the Observer pattern (Gamma et al.,
1993), while in a language like C#, programmers may simply use the language constructs
named events and delegates.

Modern programming languages tend to support multiple programming paradigms to
meet different programmers’ needs and even allow programmers to use several paradigms
together. For example, languages like C++ and Python support both procedural programming
and object-oriented programming and allow programming with functional flavor. Scala
supports object-oriented programming and functional programming. In fact, mainstream
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languages in the industry, such as C language, also support functional-like things in addition
to procedural programming, for example, recursion. Supporting multiple programming
paradigms in a single programming language is a trend.

However, learning multiple programming paradigms at the same time is quite difficult.
Learners may get confused about what programming paradigms actually are, how they are
supported, and when they can be applied. We also found such a situation in classrooms where
students have difficulty switching between programming paradigms and using them correctly.
As Dijkstra mentioned, students usually struggle against learning recursion because they
consider recursion based on their understanding of structured programming rather than from
the viewpoint of definition (Dijkstra, 1999). Once students start trying to think and implement
recursion with structured programming, i.e., sequence, branch, and loop (Dahl, Dijkstra, &
Hoare, 1972; Nassi & Shneiderman, 1973), they will get confused about the execution of every
recursive step since recursion cannot be natively represented with structured programming
and flowcharts. Although it is possible to convert a recursive call into an iteration with
appropriate symbols and conditions, the representation will become iterative style---the
recursive call will be represented by repetitive steps rather than a comprehensive step.
Actually, students must recognize that recursion is a definition and use it without tracing each
step. Therefore, how to help novices learn how to use programming paradigms is an important
issue.

The observation led us to think about how to help students think and learn individual
programming paradigms. So far as we know, most research activities on improving
programming learning discuss programming as a whole or stay in discussing structured
programming. In this paper, we take the recursion in functional programming as an example
to point out how different programming paradigms and the problems learners may face when
learning programming. To address this issue, we developed a methodology to help novices
learn from the definition of recursion. We designed a system to let learners focus on the
definition and benefit from cooperative learning with role division.

2. Literature review

In this section, we discuss existing research activities on programming paradigms, cooperative
learning, and recursion to clarify the research gap, i.e., the importance and difficulty of learning
recursion.

2.1 Programming paradigm

Programming paradigms are how to implement and organize program code, which often
determines whether programmers use a language (Floyd, 1979). There have been many
programming paradigms developed for resolving different application scenarios. For example,
structured programming was suggested to improve the structure of program code (Dahl,
Dijkstra, & Hoare, 1972). Procedural programming was discussed to divide program code into
numbers of procedures or subroutines. Functional programming was developed to make code
declarative and reduce side effects (Hughes, 1989). Object-oriented programming was
proposed to model a system with message sending protocol (Goldberg & Robson, 1983).
Aspect-oriented programming was developed to modularize crosscutting concerns (Kiczales
et al., 1997). Reactive programming follows the idea of data-flow programming to simplify
further the usage of events in programs (Zhuang, 2019). Programming paradigms play an
essential role in practicing the separation of concerns, which lets programmers focus on
implementing and modifying the code of a particular concern (Dijkstra, 1974). The support of
the programming paradigm is the most crucial feature in programming language design.

2.1.1 Structured programming and procedural programming
Structured programming is an early milestone in the history of programming languages. It is

to encourage programmers to represent their algorithms with the three types of decomposition:
concatenation (sequence), selection (branch), and repetition (loop) (Dahl, Dijkstra, & Hoare,
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1972). Structured programming also encourages programmers to consider block and scope
and represent them in the form of flowcharts (Chapin, 1970; Nassi & Shneiderman, 1973).

Procedural programming suggests considering a program as a series of procedure
calls, which can be regarded as a further step toward modularization upon imperative
programming and structured programming. It emphasizes the usage of modular procedures
to express computational steps in the algorithm to implement. Nowadays, structured
programming and procedural programming are supported in most imperative programming
languages, such as C and C++.

2.1.2 Functional programming

Functional programming has its origin in lambda calculus and was introduced in early
programming languages for artificial intelligence, such as Lisp. It naturally supports recursion
without transferring it into repetition and can easily represent recursive ideas in computer
science. Although the mainstream languages in the industry nowadays are imperative,
functional programming elements like recursion and lambda are partially introduced, i.e.,
programmers can write imperative programs with “functional flavor.”

On the other hand, pure functional programming languages are continuously used in
academia and now going popular. Several functional programming languages, such as
Haskell and Scala, have a large community and are used in industry.

2.2 Cooperative learning and functional roles

Cooperative learning has shown its effectiveness in education (Roger & Johnson, 1994; Slavin,
1980), including programming learning (Chu & Hwang, 2010; Hwang et al., 2012). Those
research activities have reported cooperative learning can increase student achievement.
With different kinds of cooperative learning approaches, students’ learning performance may
be improved (Sharan, 1980). In cooperative learning, positive interdependence can be
considered a critical element (Roger & Johnson, 1994), which means students in a cooperative
lesson have to ensure not only themselves but also group members can learn the assigned
material well. In other words, for group success, all group members need to devote efforts and
make their contributions to the joint effort. In such group training and learning, compared with
classifying all group members as a single category, giving group members different functional
roles is more effective for group growth and production (Benne & Sheats, 1948; Benne &
Sheats, 2020).

2.3 Recursion

Recursion is not only an important thinking method but also a representative approach used
in computer science. Many important problems and algorithms in computer science are based
on recursion, for example, the traversal of trees and graphs. Although the concept of recursion
is quite natural, it is always a big challenge for novice programmers. One of the reasons might
be that recursion has its root in functional languages like Lisp. At the same time, it was
introduced in imperative languages like C. Dijkstra also observed that students who are
familiar with Fortran tend to have difficulty in learning recursion since Fortran does not support
recursion. Kahney concluded the problem of learning recursion comes from an incorrect
understanding of recursion (Kahney, 1983). As Rinderknecht mentioned, many recursion
teachings focus on control flow rather than definition (Rinderknecht, 2014).

Although the difficulty of learning recursion is not a new issue, there were rarely
research activities on improving it from the viewpoint of definition. Recent research,
RecurTutor, emphasized the necessity of practice and showed convincing experimental
results (Hamouda et al., 2018). However, according to the findings in the above research
results, how to afford a better understanding of recursion from the viewpoint of definition
should be more critical. This observation motivated us to design a different learning method
for understanding recursive programming.
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3. Methodology

To help novices learn the concepts in different programming paradigms, such as recursion,
we propose applying cooperative learning with role division to programming learning. We
developed a methodology along with a concrete system to let learners focus on the definition
of recursion without thinking about the elements in other programming paradigms.

3.1 The definition of recursion

The recursive solution to a problem is to consider and resolve a smaller instance of the same
problem (Roberts, 1986). In programming, recursion is performed by letting functions call
themselves with smaller data sizes, i.e., reducing the problem size to resolve. Once the
functions are called with the base cases that cannot be reduced anymore, the problem can be
easily resolved. Therefore, we can define a recursion solution to a given problem as the
following three elements: base case, reduction, and rewrite.

Here we use the example of calculating factorial numbers in mathematics to explain
the three elements. As a frequently used number in mathematics, the factorial of a non-
negative integer n is denoted by n!, which is the product of all positive integers less than or
equal to n. For example, factorial three can be calculated as follows:

31 =3 %2 *1
And actually, itis equalto 3 * (3-1)!:

31 = 3 * 21
For the problem of calculating the factorial number of a given n, we can consider the three
elements for the recursive solution based on its definition. According to the definition of
factorial numbers, the simplest case without any calculation is the case of zero, and the
factorial number of zero is one:

e! =1
Hence, we can set the base cases of our recursive solution to them, try to reduce the given n
to one or zero, and rewrite the rules to combine the calculation as shown in Table 1. Suppose
we use a function named fact(n) to represent the calculation of factorial n. The three steps
of thinking the recursive solution will be considering the following three questions in order:

1. How to handle the base case(s) for the given problem?

2. Can the problem be reduced to the same problem(s) with a smaller problem size?

3. How to rewrite the problem in the form of the same problem(s) with a smaller

problem size?

Table 1. The three elements in the recursion definition

Element Meaning Example
Base case find out the extreme cases of the problem o! =1
that can be simply calculated or got
Reduction move one step forward by reducing the (3 - 1)!
problem size
Rewrite rewrite the given problem statement with a 31 =3 % 21

combination of smaller ones

3.2 Division of roles

In order to let learners focus their attention on the recursion definition itself, the task of thinking
of a recursive solution is allotted to three roles: base case finder, problem size reducer, and
problem statement rewriter, as shown in Figure 1. By dividing the task of thinking of a recursive
solution into three parts, each learner can concentrate on only the assigned part without
considering the whole problem once. The role division can relieve the difficulty and help
learners start by thinking about a part of the problem.
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The concept of recursion

Role division

‘ Base case Reduction Rewrite
Base case Problem size Problem statement
finder reducer rewriter

Figure 1. The role division is based on the three elements in the recursion definition.

3.3 Learning design

The learning design of our methodology is shown in Figure 2. Students in a classroom are first
grouped to learn a given problem, where three students per group. After the teaching activities
given by the lecturer, students start to think about a part of the problem based on the roles
assigned to them, i.e., base case finder, problem size reducer, and problem statement
rewriter. When students finish their work, our system will compose their thinking result to
compose the solution to the given problem. After completing the given problem, students need
to exchange their roles for the next problem to learn how to think about different parts of the
problem. Such a design is to help learners think of the solution according to the definition
without thinking about control flow.

Teaching activities

given by lecturer

Exchange roles for a Think the solution
new problem based on the roles

Compose a solution
to the problem

Figure 2. The learning design of our methodology.

3.4 System implementation

Based on our proposed learning design, we developed a learning system software to support
learners. The system is implemented in C# programming language with TCP/IP socket
connection. Each group member can launch a client on the computer individually and switch
to the mode for the assigned role. Node.js and WPF (Windows Presentation Foundation)
frameworks are used for the server and client user interface. The object language generated
by the system is Python, which will be shown on the client user interface to help learners verify
their thinking results.

4. Conclusions and future work

We took recursion as an example to discuss the problem novices may face when they learn
various programming paradigms. A methodology using cooperative learning with role division
was developed along with a concrete system to help learners focus on the definition of
recursion. We have conducted an experiment based on our methodology and system interface
compared with learning in an integrated development environment. We are analyzing the
experimental results to give a detailed report in a journal paper. In the future, we plan to extend
our system to support more complicated recursive problems such as backtracking usage.
Currently, our system can only cover typical recursive problems due to the implementation of
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our system. Showing the effectiveness of our methodology in learning other programming
paradigms is also included in our future work.
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