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Abstract: Trust has been thoroughly investigated in human-human collaboration. As large 
language models advance, human-AI collaboration is becoming the future trend. 
Generative AI can act as a collaborator. However, limited research dedicated to exploring 
trust in human-AI collaboration. The degree of trust is intricately connected to both the 
user's reliance on the system and the system's perceived usefulness. Based on a human-
AI collaborative writing dataset, this work employed cluster analysis to explore collaborative 
patterns in the process of human-AI collaboration. The results show that trust is dynamic, 
two-sided, and vague element. Meanwhile, based on the changes in trust, human-AI 
collaboration can be categorized into three types: increasing, curvilinear, and decreasing.  
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1. Introduction 
 
Trust is a subjective factor contributing to effective collaboration(Paul et al., 2016). It is related to 
cooperation (Tseng et al., 2009), knowledge sharing, team performance (Baruch & Lin, 2012) and 
engagement (Zhang et al., 2019). Factors like frequency and quality of communication (Greenlee 
& Karanxha, 2010) and affective commitment (Tiplic et al., 2020) influence trust in collaboration. 
Currently, most works focus on understanding trust in human-human collaboration, seldom 
consider human-AI settings.  

With the development of large language models (LLM), Human-AI collaboration has 
emerged. An anthropomorphic AI can actively engage during collaboration. It guides human to 
solve the problem and improves human's innovative thinking (Siemon et al., 2020).  Some 
objective indicators,  such as accuracy, stability, mutuality and innovation, are used to evaluate 
the human-AI collaboration process, as well as the result indicators like artifacts and knowledge 
gains (Lee, Liang, et al., 2022). Procedural and subjective indicators like trust are also considered 
to be important factors affecting collaboration (Lee, Srivastava, et al., 2022). The performance of 
intelligent collaborative systems are steadily improving (Lee, Srivastava, et al., 2022). However, 
the impact of trust to the effectiveness of human-AI collaboration is still unclear. 

This works aims to answer following questions: RQ1: What is the definition, characteristics 
and changing path of trust in human-AI collaboration? RQ2: What are the patterns of human-AI 
collaboration when taking trust into account?  We design the trust indicator in human-AI 
collaboration. With an open-source dataset CoAuthor  (Lee, Liang, et al., 2022),  we explore the 
patterns of human-AI collaboration from the perspective of trust.   

 

2. Related Work 
 
Human-AI collaboration has become a very popular paradigm in the LLM era. AI collaborators 
have been endowed with the ability to answer questions, generate articles (Coenen et al., 2021; 
Lee, Liang, et al., 2022), provide suggestions(Siemon et al., 2020) and even increase creativity 



 

(Hitsuwari et al., 2023). Some researchers focused on humans’ behaviors and feelings in 
collaboration. Zhang investigated human’s expectations of AI teammates and found that AI 
collaborators’ competence is most valued and shared understanding with human teammates 
should be included (Zhang et al., 2021). However, existing research has neglected the subjective 
feelings of humans. Lee et al. pointed that the evaluation of human-AI collaboration should include 
procedural, subjective and preference indicators (Lee, Srivastava, et al., 2022).  

Trust is an index that include procedural, subjective and preference attributes. The concept 
of human-AI trust is developed from interpersonal trust. The difference between AI and human is 
that AI lacks will and moral subject  (Mcknight et al., 2011). Therefore, majority of studies take 
human-AI trust as a representation of people's willingness to adopt AI technology (Ghazizadeh et 
al., 2012). In Siau’s study, trust to AI is defined as people’s attitude that the agent will help them 
in uncertain situation or in risk, which can influence people’s reliance on AI (Siau & Wang, 2018). 
In the field of automatic driving(French et al., 2018; Wojton et al., 2020), the stage of trust has 
been mentioned, which divided trust into tendentious trust, factual trust and post-task trust. Some 
researchers found that system performance like interpretability, social presence, transparency(Liu, 
2021) and features of interaction like complexity, comfort and enjoyment(Bao et al., 2021) 
enhanced trust. Bao also believes that complexity, comfort and pleasure of interaction are 
influencing factors of trust. However, over-trusting is a problem (Okamura & Yamada, 2020).  

To sum up, limited research existed on human-AI trust in the field of collaboration. Further 
exploration of the role of trust as a feature is warranted within the context of human-AI interaction. 
This paper aims to validate the relationship of trust and other features in collaboration as well as 
the evolution of trust in human-AI collaboration. 
 

3. EXPERIMENT: Design for patterns human-AI collaboration from the perspective 
of trust 

 

3.1 Data 
 
The CoAuthor dataset(Lee, Liang, et al., 2022) is used to evaluate the proposed framework. 
CoAuthor is a GPT3-based collaborative writing tool. As shown in Figure 1, 58 authors from 
Amazon Mechanical Turk attended the experiment, writing creative articles with AI collaborators. 
The platform uses a text editor. They can interact with AI collaborator in two ways: a) AI writes 
the beginning of the article. b) Authors can press the tab key to acquire 5 suggestions from AI 
collaborator. The dataset includes writing sessions and survey responses. This paper extracts 
four features: equality, mutuality, trust and work. CoAuthor dataset is the first publicly available 
human-LLM collaboration dataset that contains interaction process data and users’ feedback.  

 

Figure 1.  introduction of CoAuthor dataset 

  



 

3.2 Method 
 
3.2.1  Feature extraction 
 
Trust is the main character we need to use in our experiment. This study defines the connotation 
of trust in human-AI collaboration as the collaborator's readiness to accept potential harm 
resulting from receiving incorrect responses or decisions from the AI partner during the 
collaborative process. This willingness stems from believing that AI partners can improve the 
quality of problem solving. Meanwhile, another two characteristics were extracted to explore the 
relationship between trust and collaboration: collaborative behavior and quality of works, as 
shown in Table 1.  
 
Table1: The three features extracted from CoAuthor creative writing dataset 

type features definition source 

Collaboration 
behavior 

equality the evenness of human’s and AI’s 
contribution to the final work. 

(Storch, 2002) 

mutuality the frequency that people and AI 
interact with each other and participate 
in each other's contributions 

Quality of 
works 

creativity the ability to generate new ideas (Lee, Liang, et al., 2022)  

fluency the ability to use words and their 
meanings and express smoothly 

(Taylor, 1947) 

accuracy negatively correlated with the number 
of errors in words and sentences 

(Storch, 2005) 

 
⚫ Collaboration behavior feature 
We rearrange the process events to make a result table taking a sentence as a unit with the 
attribute of source and a process table including events, source and object. Then we combined 
process data and result contributions to compute equality and mutuality scores. In result table, 
let: 

𝐻 = {𝑠𝑜𝑢𝑟𝑐𝑒 = ℎ𝑢𝑚𝑎𝑛}; 𝐴 = {𝑠𝑜𝑢𝑟𝑐𝑒 = 𝑎𝑝𝑖} 

represent human’s and AI’s contributions in the final work respectively. In the process table, let: 
𝐸 = {𝑖𝑛𝑠𝑒𝑟𝑡, 𝑑𝑒𝑙𝑒𝑡𝑒, 𝑔𝑒𝑡, 𝑜𝑝𝑒𝑛, 𝑠𝑒𝑙𝑒𝑐𝑡, 𝑐𝑢𝑟𝑠𝑜𝑟 − 𝑚𝑜𝑣𝑒};   𝐼 = {𝐸|𝑠𝑜𝑢𝑟𝑐𝑒 ≠ 𝑜𝑏𝑗𝑒𝑐𝑡} 

represent the set of behaviors written by the human collaborator and the set of behaviors that 
human and AI interact with each other respectively. Given a set of events{𝑒𝑖}, we define: 

𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦 = 1 −
∑ [𝑒𝑖 ∈ 𝐻] − ∑ [𝑒𝑖 ∈ 𝐴]𝑖𝑖

∑ [𝑒𝑖 ∈ 𝐻] + ∑ [𝑒𝑖 ∈ 𝐴]𝑖𝑖
 

where [P] = 1 if P is true and 0 if not. We also define: 

𝑚𝑢𝑡𝑢𝑎𝑙𝑖𝑡𝑦 =
∑ [𝑒𝑖 ∈ 𝐼]𝑖

∑ [𝑒𝑖 ∈ 𝐸]𝑖
× 100% 

⚫ Trust to AI 
We calculate total trust in terms of both positive and negative indicators:  

Trust is a subjective attitude, which can’t be systematically translated into behaviors. We 
use the number of some specific event blocks to represent writer’s trust in the process. Besides, 
we choose some items in the questionnaire to score negative and positive feelings on trust like “I 
am confident in my ability to write a story with the help of the system”. Let the times a collaborator 
gets suggestions from AI (G) be the sets presenting writers’ willingness to get help from AI 
collaborator. We defined: 

𝑡𝑟𝑢𝑠𝑡 = 𝑧𝑠𝑐𝑜𝑟𝑒(𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒) − 𝑧𝑠𝑐𝑜𝑟𝑒(𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒) +
∑ [𝑒𝑖 ∈ 𝐺]𝑖

∑ [𝑒𝑖 ∈ 𝐸]𝑖
 

in which positive and negative scores are from the results of questionnaire.   



 

⚫ Quality of works 
We used indicators to measure the quality of articles: Creativity refers to the new ideas’ formed 
in the collaborative writing process such as roles, locations, event and etc.. Fluency means how 
capable authors are to express what they want with the assistance from AI collaborator, related 
to the transitions in passage. Accuracy is the basis of the integrity of the composition, negatively 
related to the amount of lexical and grammatical errors. GPT-3 is used to mark the composition.  
 
3.2.2  Data Analysis Methods. 
 
To answer RQ1, we extracted the characteristics of trust in human-AI collaboration. To answer 
RQ2, the hierarchical clustering algorithm was used to analyze the collaborative writing process 
with equality, mutuality and trust in human-AI collaboration, and get patterns of human-AI 

collaboration.  
 

3.3 Results 
 
3.3.1  Distribution of features 
 

The frequency histogram (Figure 2) shows the distribution of all the features: collaborative 
behavior, trust, and works quality. In general, most authors divide the writing tasks evenly with 
the AI (avg=0.68). But authors have a relatively low score in mutuality (avg=0.05) as well as in 
human-AI trust (avg=-0.04) in the process of collaborative writing. The scores of the articles in 

creativity, fluency and accuracy are high (avg=8) and concentrated (SD＜0.8).  

              

Figure 2.  Frequency histogram of equality, mutuality, trust, fluency, creativity and accuracy.  
3.3.2 Patterns of human-machine collaboration in the context of trust.  

 
Trend analysis is used to perform cluster analysis of trust change trends. To take changes 

in trust during collaboration into account, we converted the trust data obtained per minute into a 
percentage of the total trust value, based on the total time it took the authors to complete the 
collaborative writing. It was found that trust is indeed dynamic during collaboration, and there are 
three main patterns in human-AI collaboration as Figure 3: growth pattern in which the authors 
increasingly trust and get suggestions from the AI collaborator; curve pattern in which authors’ 
trust increases at first and then decreases; decreasing pattern in which authors keep a high level 
of trust at the beginning but gradually become distrustful of AI collaborators. To focus on the 
collaborative characteristics of the following three patterns, it is not difficult to find that the authors 
of the first two modes have a higher frequency of interaction with AI and better task allocation. 
However, in terms of the results of collaborative writing, there is also no significant difference in 
the creativity, fluency and accuracy of the compositions completed under the three collaborative 
writing patterns.  



 

 

Figure 3. The time series clustering analysis.  

4. Discussion—a conceptual framework of trust in human-AI collaboration 
 
Currently, the existing research on human-AI trust is still concentrated in the stage of theory 

and measurement. Some studies have found the effect of trust on collaboration, or enhanced 
human-AI trust through design, but few study explored the characteristics and effects of trust as 
a process factor. Based on the data set of collaborative writing, this study conducted experiments 
on trust and proposed a theoretical framework of trust in human-AI collaboration. 

We extracted human-AI trust indicators from process data and questionnaire results. The 
average value and distribution of trust are consistent with definition, which proves that the 
indicator can be used for measurement of human-AI trust. Further, some unique characteristics 
of trust in this context have been found: 1) Dynamic. Through the results of cluster analysis, we 
found that trust of almost all participants during the collaboration changes. 2) Two-sided. In 
cluster analysis, there is no difference in final work between different types of trust collaboration, 
which suggests that trust can be two-sided. 3) Vague. From the results of the distribution of trust, 
we found that in human-AI collaboration, one's trust in AI does include the cognition of AI’s ability 
and emotion as multiple roles like a tool or a team member, indicating that trust is ambiguous.  

When the trend of trust is considered, the process of human-AI collaboration can be divided 
into three patterns: trust rising, the author's trust gradually increases with the interaction process; 
In the arc trust type, the author's trust in AI rises at the beginning, and then decreases after 
reaching the peak; Trust decline, the author initially maintained a high level of trust in AI, and then 
trust gradually decreased. In the first case, this may be because AI is similar to author's 
understanding of the article, or gives feedback that pleases the author, and in the third case the 
situation is opposite. At the same time, we found no significant difference in the creativity, fluency, 
and accuracy of human-machine collaborative works regardless of the type of clustering, which 
may be because when parallel human-AI collaborative writing is performed, the author's writing 
ideas tend to responses, which has been demonstrated in the design field. 
 

5. Conclusion 
 
In this work, we identified the importance of researching procedural and subjective characteristics, 
especially trust in human-AI collaboration. We argued that trust can influence learner’s attitude to 
AI and high mutuality will improve learner’s knowledge of AI collaborators. We also found that 
over-trusting may be existed in human-AI collaboration. In the future work, we will use human-AI 
questionnaires to measure trust score and design the experiment to demonstrate the result in 
other human-AI collaboration activities and explore more factors that can influence trust and how 
to design a system that can control human-AI trust within bounds. 
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