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Abstract: Aiming at improving collaborative learning, the current study builds and tests 
an LLM-empowered agent to enhance student engagement in group discussion. We 
introduce a four-module conversational system, providing a user-friendly chat website 
integrated with an LLM agent, where students can discuss on and learn a specific topic 
in an online classroom. The LLM agent can continuously monitor the dialogue process 
and give constructive and reflective responses as a knowledgeable learning peer to 
engage students in the computer-supported collaborative learning (CSCL) 
environment. To evaluate the pedagogical performance of the system, three LLMs 
were tested by prompting. The results showed that LLMs with only prompting were 
unable to accurately process multi-user dialogue information and lacked pedagogical 
strategies in their responses. 
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1. Introduction 
 
Collaborative learning (CL) is a crucial instructional strategy for enhancing student 
performance, as evidenced by numerous studies (Johnson et al., 2014; Laal & Ghodsi, 2012). 
Group discussion, a widely recognized CL method, involves organizing students into groups 
to discuss specific questions or topics, thereby fostering deeper understanding and critical 
thinking (Gokhale, 1995). In traditional group discussions, teachers encourage student 
interaction and review posts to assess understanding, which is time-consuming. With multiple 
groups discussing simultaneously, a single teacher cannot effectively participate in all, 
reducing teaching efficiency. Sun et al. (2024) argued that a well-designed computer-
supported collaborative learning (CSCL) environment, coupled with effective instructional 
strategies and pedagogical approaches has beneficial effects on students’ academic 
performance and interaction.  
 

With its rapid development in recent days, artificial intelligence (AI) and large language 
models (LLMs) show great potential in enhancing the CSCL environment by supporting the 
student-AI collaboration (Kim et al., 2022). Do et al. (2022) examined various agent 
communication strategies for facilitating group discussions. However, most of the existing tutor 
systems for group discussion are limited in scope and lack substantial pedagogical depth. 
Some tutor systems incorporating VR technology and LLMs were constrained in their 
functionality, as the agents primarily addressed limited classroom actions such as note-taking, 
posing questions, and interacting with students (Kim et al., 2024; Liu et al., 2024). To further 
enhance the capabilities of LLM-based tutor agents, Mao et al. (2024) developed a multi-user 
discussion assistant designed to increase user engagement in group discussions; however, 
this system does not emphasize the educational role of the agent.  

 



Building on existing research, this study explores how to harness the capabilities of 
LLMs to develop an agent that can assist teachers and facilitate group discussions in the 
CSCL environment. The researchers posit that an effective CL assistant agent should not only 
respond to students’ inquiries but also actively promote student engagement. A prevalent 
challenge in CSCL environment is the varying levels of student participation. Specifically, 
some students dominate discussions, while others remain silent, often due to a lack of 
understanding of the topics being discussed, which diminishes their willingness to participate. 
Therefore, the present research aims to create a novel educational platform integrated with 
an LLM agent capable of answering students’ questions, offering pedagogically sound 
responses, and enhancing overall student engagement. 

 

2. Existing Chatbots for CSCL 
 
Many works have tried to build CSCL tools. Intent-based chatbots and retrieval-augmented 
generation chatbots are two different ways. Intent-based chatbots try to understand user 
intentions from conversational inputs. Kumar, J. A (Kumar, J. A. 2021) built intent-based 
chatbots for a team‑based design course. In this work, the author used different intent-based 
chatbots such as a welcome bot, project registration bot, peer-to-peer evaluation bot, etc. to 
guide students during the discussion process. For retrieval-augmented generation chatbots, 
chatbots can retrieve from a pre-set educational corpus to find the most possible response. 
Nguyen, H. D. et al. (Nguyen, et al. 2022) designed an intelligent educational chatbot for 
information retrieval. Thway, M, et al.(Thway, M., et al. 2024) built a teacher role retrieval-
augmented chatbot to answer questions from students but not focus on engagement. However, 
one drawback of the retrieval-augmented method is that it usually requires that developers 
build an appropriate educational corpus in advance, which is time-consuming. Although some 
existing methods can be used to build CSCL, few of them focus on how to improve student 
engagement. In this work, we built an LLM-empowered agent to enhance student engagement 
during group discussions. 
 

3. Methodology 
 

 

Figure 1. The LLM-empowered four-module conversational system 

In this research, we developed an LLM-empowered Computer-Supported Collaborative 
Learning (CSCL) platform, structured as a multi-person conversational system with an 
integrated discussion website interface. Students who join the discussion room can access 
the platform and log in as individual users. An LLM agent is embedded within the discussion 
room to provide pedagogically appropriate responses, guide the discussion, and monitor 
students' engagement levels. The system is divided into four modules: dialogue history 
collection, dialogue understanding, engagement monitoring, and response generation (Figure 
1). Additionally, extensive tutor dialogue data will be utilized to train the LLM, ensuring the 



generation of more professional responses for instructional and pedagogical guidance. An 
appropriate database will also be selected to store user dialogues, enabling the agent to 
process multi-user interactions with greater accuracy. 

In Dialogue history collection, dialogue information is stored in the Mysql database 
with user ID, speak content, and speak time. When students do not send more information 
within 1 minute, the dialogue understanding and engagement monitoring module starts to 
work. The period between these two modules starting to work and the agent giving a response 
is called the detection period. In the dialogue understanding module, LLM uses spoken content 
extracted from the database and then generates an appropriate response. In the engagement 
monitoring module, the user ID information is extracted and the speech frequency of each 
speaker is calculated. The speaker whose speech frequency is 0 will be identified as inactive 
frequency during the detection period. The identified inactive student name from the 
engagement monitoring module will be sent to the response generation module. Then, the 
LLM agent will call inactive students to express their ideas more. 

To use the system, students log in and enter the discussion room interface. Once all 
participants are ready, the agent initiates the discussion by posting an introductory message 
about the topic. Students can then type their contributions directly into the website interface, 
sharing their ideas. Throughout the discussion, the agent continuously collects and processes 
the dialogue to monitor each student’s level of engagement. If the agent identifies inactive 
students, it will tag them in the chat and post corresponding messages to encourage 
participation. Additionally, if the agent detects differing opinions among students on a 
particular question, it will analyze the dialogue history and generate pedagogical responses to 
guide the discussion and help students arrive at the correct answers. 

 
The LLM agent was implemented through extensive prompting, and several LLM 

models, including Qwen, Ernie-Speed-128k, and Ernie-Lite-8K, were tested to evaluate their 
effectiveness in achieving learning goals during group discussions (Bai et al., 2023; Baidu, 
2024). The prompt used is illustrated in Figure 1, specifying the discussion topic and the 
agent's tasks. This prompt is used in the Response generation module for prompt-based agent 
build. This Existing research indicates that an agent speaking in a teacher-like manner can 
decrease students' willingness to participate (Nguyen, 2023). Therefore, the agent was 
designed to act as a learning peer, participating in the discussion alongside the students. 

 

 
Figure 2. Agent prompt for designing it as a learning peer 

 



After constructing the agent with the specified prompt, student discussion dialogue 
history collected from actual course cases was utilized to test the agent’s ability to provide 
appropriate responses that enhance student engagement as presented in Figure 3.  
 

 
Figure 3. Dialogue between the agent and the students using LLM Ernie-speed-128k 

 

4. Results  
 
 4.1 Test Result Discussion 
 
Figures 3 - 5 illustrate the performance and test results of the Ernie-Speed-128k and Qwen 
LLM models, respectively. As shown in Figure 2, the Ernie-Speed-128k model provides basic 
welcome information and topic introduction messages to multiple users but generates 
repetitive responses for different users. In contrast, the Qwen model, depicted in Figures 3 
and 4, responds directly to student questions without offering guidance. These observations 
suggest that agents relying solely on prompting cannot effectively process the entire dialogue 
history to maintain continuity. Additionally, without ongoing training on tutor dialogue data, 
these agents fail to provide sufficiently professional discussion guidance. Furthermore, the 
prompt-based method struggles to accurately manage multi-student dialogues, often 
responding to the wrong student. 
 

 
Figure 4. Qwen test results 

 



 
Figure 5. Qwen response results 

 

 4.2 User Interface of the LLM-empowered Chatbot System 

 

            

      
      

                    Figure 6. Proposed system   
The user chat room interface is illustrated in Figure 6. The welcome message and discussion 

topic were shown at the top of the website. The agent will give a response based on the user's 
dialogues. In the chatroom, users can see messages from others and when they become 
inactive, the agent will @ the user to talk more. 

 
5. Conclusion 
 



In this work, we develop a group discussion chatroom with an LLM-empowered agent to 
enhance student engagement. We found that general-purpose LLMs with prompting 
techniques are unable to process multi-user dialogue information accurately, and the 
generated responses failed to accommodate pedagogical strategies. In the future, we will 
further redesign engagement monitoring and promotion algorithms, carry out system 
evaluation with students, and collect feedback for further model improvement. 
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