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Abstract: Students often have misconceptions in the domaiey tare studying.
Misconception identification is a difficult task ballows teachers to create strategies to
appropriately address misconceptions held by stsdenhis project investigates a
data-driven technique to discover students' misgpti@ns in interactions with
constraint-based Intelligent Tutoring Systems (T $&is analysis has not previously been
done. EER-Tutor is one such constraint-based ITi8¢clwteaches conceptual database
design using Enhanced Entity-Relationship (EERa daddelling. As with any ITS, a lot of
data about each student's interaction within EEBiTare available: as individual student
models, containing constraint histories, and logstaining detailed information about each
student action. This work can be extended to dfigs and their relevant domains.
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Introduction

It is common for students to make errors while sgvproblems. Intelligent Tutoring
Systems (ITSs) usually respond very well to sucbrsrby identifying the exact error and
providing appropriate instructional feedback atirag levels, from error flags to bottoming
out and providing the solution. Some of these I&lSe provide hints on what to do next in
a particular step or problem in the student's smiutBoth Cognitive Tutors [8] and
Constraint-based tutors [10] have domain knowlaeégeesented at an atomic level to give
the most precise and helpful feedback on the iecbrstep or solution state. Domain
knowledge is represented in Cognitive Tutors agdygpecbon rules or as constraints in
Constraint-Based Modelling (CBM) tutors.

Making an error, however, could mean that the estuchas either got something
genuinely incorrect (e.g. in the case of a novibe Wwas faulty or incomplete knowledge) or
they have made a slip (i.e. entered an incorremtvanaccidentally). Long-term modelling
of the student could show whether such cases ige @l genuine errors. In this paper, we
are only concerned with genuine errors.

Some students fairly consistently make errors mage larger portions of the domain
(at a higher conceptual level). Glancing at theviiddial constraints this might not be
obvious because of the low level of granularitywditich constraints represent domain
knowledge. Each constraint covers only one asgectiomain concept. Such a fine level of
granularity is necessary in order to provide vergcific feedback on the error, so that the
student can correct it. However, students do haigcanceptions that cover several
constraints. In constraint-based tutors, conssairg independent of each other, but subsets
of constraints do cover the same domain concepeXample, studem violates constraint
27 every time they violate constraint 349 and Z&&n though our ITSs do a relatively
good job in correcting these errors eventually thair atomic feedback, it is still



pedagogically interesting to find out why theseesioccur frequently together. Finding out
these reasons might also help us instantiate diffggedagogical strategies in these cases.

With genuine errors, students often have miscommeptat a conceptual level rather
than just at a step or constraint level. These oniseptions may be due to the student
having incorrect or incomplete domain knowledgeoimng parts of several concepts.
Having misconceptions could result in the studeakimy a number of uniquely different
but similarly related errors while solving problemghat part of the domain.

Misconceptions and domain concepts are more abstran the production rules or
constraints. Many constraints, therefore, form p&g concept and a misconception results
in many constraints (related to that concept) baimmjated. Often misconceptions are
fudged within buggy rules or constraint feedbackhasITS author assumes that there must
be a misconception occurring here if this stepéstas done incorrectly.

It would be very useful if we could identify commamisconceptions, not just at the
rule/constraint level, but at a broader conceplexa!, empirically, and have pedagogical
strategies to deal with these known misconceptiblssmally, this is difficult, requiring
human domain experts to manually observe large eusnbf students working on tasks
within that domain [5]. During the identificationrqress, experts attempt to deduce
misconceptions that students might have about ket of the domain by: using their
expertise (e.g. knowing what is difficult in therdain); their account of each student's
task-specific behaviour (e.g. errors the studerdajjaand if available, introspective notes
from the student. Once these misconceptions angifidel, teaching strategies can be better
aligned with those knowledge areas that are incbroe lacking. The automation of
misconception discovery would not only be of benfefr both teachers and students but
would provide another level of adaptivity in ITSs.

The data-driven technique trialled in [5] providassemi-automated method for
misconception discovery. The study consisted ohtifigng domain misconceptions
through the analysis of students' answers to niedtiphoice test questions. Our project
modifies the technique to elicit misconceptionsindent knowledge in constraint-based
tutors with more complex, ill-defined tasks. To shtwow this technique could be used, we
implemented it in the domain of Enhanced Entitya®ehship (EER) data modelling [4] as
taught to students through EER-Tutor [16, 17, Z8]s research investigates whether a list
of misconceptions can be created; one that wikcehow constraints are actually used by
students. The data-driven technique can then bkedpio other ITSs. Having this new
information about common misconceptions, the ITH mat only be able to identify that a
student has a misconception and provide additimmedonception-specific guidance (more
than what a rule or constraint might offer) butoatgfers other possible applications. An
example application is to create novel tasks fodests, like the dynamic generation of
erroneous solutions for students to correct. Sunobneous solutions are currently being
created manually in other projects in the Intehig€omputer Tutoring Group

In this paper, we discuss whether eliciting misemtions in this manner is even
possible in a constraint-based tutor within arddfined task (EER-Modelling) by data
mining student models and logs from EER-Tutor.

1. EER-Tutor

EER-Tutor is a constraint-based ITS which provigesntelligent learning environment for
students to practise and learn database desigmy tisen EER data model. Currently,
EER-Tutor has 57 problems, where each subsequeblkepn increases in difficultly such
that problem 1 is the easiest and problem 57 ignib&t difficult. Users create EER schemas
satisfying a set of requirements which are chedkedonstraint violations on submission
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[16, 17]. EER-Tutor records detailed session infaron, including each student's attempt
at each problem and its outcome, as well as therkiisf each constraint [18, 20].

A constraint is an ordered pair <Cr, Cs>, wherés@hne relevance condition and Cs is
the satisfaction condition [11]. EER-Tutor has 2&5istraints which evaluate the student's
solution for semantic and syntactic correctnessef\thecking a student's solution, the ITS
uses the relevance condition to check whether atnt is relevant for this particular
solution. If it is relevant, then it checks whethbe student's solution adheres to the
satisfaction condition. The constraint is violatetherwise, indicating an error in the
submitted schema. Appropriate corrective stepgtaae taken by the ITS. To learn from
their errors requires that students be able tactidteir errors before taking corrective steps
[12]. On the basis of violated constraints, theesysgenerates feedback, which allows the
student to correct their errors.

We have large datasets of anonymised interactitanfd@m our tutors as they are used
by students worldwide. These datasets allow usidect data mining based research. Data
collected is not from controlled experiments; thedents used EER-Tutor over the Web, in
a way that suited them.

2. Related Work

Educational data mining is a growing field thatudses on the analysis of large datasets of
student-computer interaction logs to answer edoati research questions [3]; “an
emerging discipline, concerned with developing madgfor exploring the unique types of
data that come from educational settings, and utfinge methods to better understand
students, and the settings which they learn in” [7]

One such way of exploring data is to use assodatides. Anassociation rule
represents relationships between different attedwmatiue pairs; stated simply, if there is an
association between two attribute-value pairs (Cdpg (Y,y), then if X=x then it must also
hold that Y=y. Association rule inference algorithitake a set of uniquely identifiable
transactions, with each transaction being a setttabute-value pairs that occur together
[5]. An itemsets the set of attribute-value pairs or items. femiset idarge if it appears at
least as many times in the transaction datasete@sired by the predefineshinimum
support value [1]. Non-large itemsets are discarded andndb appear in the output
association rules. Each association rule also haspport a number of transactions
containing the itemset andcanfidencethe number of data instances it correctly predict

Current work in using a data-driven technique femsautomatic misconception
elicitation in a domain is described in [5]. Thesearch involved the discovery of potential
misconceptions by identifying the most frequeniasgions among incorrect answers in
student solutions to multiple-choice questions. Tipothesis was that incorrect answers
reflect misconceptions held by the student. Theltes mining is a set of incorrect choices
selected most frequently by the students. Thesesiéés were ordered by frequency, with
the most frequent answer associations corresportdipgtential misconceptions. Domain
experts were required at this stage to identifyclwipotential misconceptions could in fact
be considered misconceptions. They found that stsdédad the misconception
“misunderstanding of the difference between biraarg text files” for example.

The elicited misconceptions form a misconceptigretgFigure 1) in the evidence model
proposed in [5]. The model specifies the relatigpsbetween individual tasks, assessment
activities such as test questions, and their refevdomain-specific concepts and
misconceptions. This knowledge aids in more pelg@athand specific tutoring, such as
problem selection for students based on their knowstonceptions about a domain. We
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therefore provide an adaptation of this techniquescdbed in [5] for use with
constraint-based ITSs.

Concept 1

Concept 2

Concept3

Concept4

Concept layer Task model Misconception layer

Figure 1. Relationships between misconceptions and domaioegs [5]

INFER* and MALGEN [15] are rule-based algorithms fdentifying misconceptions.
Using incorrect student actions, INFER* createsltyauules. MALGEN conversely
modifies existing operators to create faulty ones t@sts them out. The suitability of rules
generated by both algorithms is considered by huexaerts before inclusion in the bug
library. ASSERT [2] was the first student modelisgstem to automatically create bug
libraries. It uses theory refinement, which takesneples of student’s behavior as input and
modifies and creates rules if the behavior cana@Xplained with the existing domain rules.
MEDD [14] learns student and reference Prolog oty and uses similarity- and
causality-based clustering of discrepancies betvieem. Each reference program has an
associated error hierarchy, which is refined usimgdiscrepancies.

3. Design and Implementation

Starting with all student models and logs colledigcEER-Tutor from 2004 to 2086we
extracted the data about students who had atteraptedst one problem. Here, an attempt
is a student's solution submission, which couldaiamultiple steps. We decided to use all
resulting 1135 student models and logs togethahisrproject but different subsets can be
processed separately in the future.

The logs were pre-processed (see Figure 2) to gympformation extraction. We
extracted the required data from each pre-procelsgednd stored it in a database. The
data is sparse because for each problem themuisiber of relevant constraints, but not all
constraints are relevant for every attempt at ttablpm. We output the data to sparse
Attribute-Relation File Format (ARFF) files in ond® carry out the data-mining process.
There were 53,360 attempts at the various EER-Tartslems in this data set.

RapidMiner (RM) is an open source data mining sysf®]. RM provides an
implementation of the Frequent Pattern-Growth (FBv@h) algorithm [6], which
generates frequent itemsets that can be used &rajerassociation rules. The choice of
algorithm differs from that in [5] because the o$dpriori with ARFF files did not allow
us to treat irrelevant constraints as such withih R
The process involved reading the ARFF files, cotiwgrall nominal values to binominal
attributes and inputting all the data into the FR@v@h operator. This outputted all the
frequent itemsets, which were inputs into the Gréetsociation Rules operator to generate
the association rules with a minimum confidenc®.6f Initially the minimum support of
FPGrowth was set to 0.25 as in [5], resulting inaaerage of 12.14 itemsets for each
problem. In order to generate more itemsets, tmemum support was lowered to 0.1, with

! From Addison-Wesley’s DatabasePlace Web ports:/hiww.aw-bc.com/databaseplace/
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an average of 159.2 itemsets generated per problmranging from 7 itemsets for
problems 1, 3 and 12 to 2085 itemsets for probl8m 2

Pre-process sztr;aguc:’a::t Output data Pra;;zrslstta Identify
student logs into ARFF files misconceptions
logs Growth

Figure 2. A high-level outline of the data-driven technigilescribed
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As there was a varying number of attempts at eaalblgm, ranging from 124 to 6045
(see Figure 3), the number of attempts requireshtisfy the minimum support level also
varied. A minimum support of 0.1 requires about &tmpts in which a particular
constraint is violated for problem 1, but only andu.3 for problem 24, for example. Instead
of controlling minimum support, RM allows us to sg a minimum number of itemsets to
be generated. This returns the minimum numbekeaisets with the highest support values,
regardless of the minimum support value [13].

An alternative method of analysing the data set wafok at all attempts at all
problems in the system at the same time, so an ARF€ontaining all constraints violated
during all attempts at all problems was generatedaveall. This was processed with the
FP-Growth algorithm, with the minimum number ofnitgets set to 500, resulting in the
generation of 912 itemsets. Due to time constrathts per-problem ARFF files were not
reprocessed using this second mode of FP-Growikolid be interesting to find out if
there are any misconceptions that appear onlyenisp problems however.

The itemsets output formed a list of potential miseptions that domain experts had
to inspect in order to confirm that they were aktomsconceptions. Domain experts
inspected itemsets with the largest size first (Eatgle 1), in order of decreasing support,
creating descriptions for each misconception. Bagleneral and a more specific description
were generated for each. An example of such gedesalriptions is “wrong type” where
the specific misconception is that “a regular gnstused instead of a weak entity”.

Table 1L The number of itemsets for all attempts at adbypems
Itemset size| Number of itemsets
7
46
131
215
233

WihOO|N
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N

211
69

[EEN

4. Results and Discussion

Misconception discovery is difficult, requiring ham domain experts to observe large
numbers of students in order to identify misconicgyst [5]. By identifying which
misconceptions are commonly held by students, taeybe addressed in order to improve
students' knowledge of a particular domain. The-digiven technique described in [5] has
been adapted and implemented to identify domairaniseptions through the analysis of
student-tutor interaction logs of a constraint-lolal§es. Although our implementation used
EER-Tutor, this method can be carried out with emystraint-based ITS.

There were a total of 912 itemsets generated by¥Bi&rowth algorithm, ranging in
support from 0.221 to 0.01. This means that thezeevat least 11,793 attempts in which
students violated a particular set of constraintthe first case and 534 in the latter. On
average, a constraint appeared in 44 itemsets, tivitthighest occurrence being 238 for
constraint 16. This constraint appeared as a sibgheset with a support of 0.126, the
equivalent of appearing in over 6700 attempts, aas found to correspond to the
misconception related to the use of weak entitieth(a labelweak entities are missing

Given that there is a total of 912 itemsets geedradr all attempts at all problems, the
process of labelling misconceptions is currenthynoa and time consuming. Because the
student-ITS interaction logs are already stored amigt new itemsets would need to be
inspected for labelling in the future, we belietattthis process is still manageable. We
have started creating a hierarchy of misconcepfiotise domain of EER modelling. This is
beyond the scope of this paper but will be sintitathe hierarchy in [19]. Because of time
constraints for this project, domain experts ditinspect all itemsets. Some of the related
misconceptions identified are shown in Table 2.ethncluded “Using simple attributes to
represent regular entities” for example. The difiig in creating the hierarchy is that
violated constraints at the bottom of the miscotioephierarchy could necessarily mean
that the whole branch of the hierarchy is a miseption. The ITS could traverse up that
branch until it finds the start of the misconceptand take remedial action from that point
onwards.

In some cases where two itemsets differed by alesingplated constraint both
corresponded to the same misconception. The masthomly occurring misconception is
“using regular entities instead of weak entitiB&cause weak entities are introduced as
early as problem 6, the results indicate that¢bigdd be a difficult concept for students to
master. This misconception was identified for peobl6 in fact, with a support value of
0.306. The understanding of weak entities requiresvledge of the difference between
partial and primary keys and between regular aedtifying relationships among other
concepts. Itemsets corresponding to this miscoraepould therefore be supersets of other
itemsets, which correspond to related misconcegtilbat can also be addressed separately.

Thousands of association rules with confidencet éd¢ast 0.9 were generated. Such a
rule is:

constraint21_B- constraint21_AR (confidence 0.976)

This means that when constraint 21_B (used a reeurglationship when one is not
needed) is violated, we can be 97.6% confidentttieatonstraint 21_AR (no role names
defined for a recursive relationship) is also vieth
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Table 2 One related list of identified misconceptions
Misconception Support
Using regular relationships instead of identifynetptionships 0.079
Using identifying relationships instead of regulaationships|  0.038
Using regular entities instead of weak entities 28.0
Using weak entities instead of regular entities 18.0

Domain experts need to analyse the generated aisocrules to determine their
usefulness. For example if the student violatessttamts corresponding to the
misconception that all regular entities require &eg amongst the set of keys that is a
primary key (i.ea regular entity is missing a primary Reyt may be that we could be 90%
confident that they will hold the misconceptiontttigey are using primary keys to represent
entities (i.e.using a regular entity to represent a primary keand will violate the
corresponding constraints. In this case, insteagiving atomic feedback relating to each
constraint, we could give broader feedback thatesists a potential misconception by
explaining both the meaning of entities and priniays and their association.

Since we were initially analysing the original datt on a per problem basis with a
minimum support value of 0.1, we also looked at m&any itemsets of various sizes were
generated for all attempts at all problems withgame minimum support value. It may be
that there are more itemsets for the per problis {thousands of itemsets in total) as there
are duplicates or because some misconceptionsaskem specific. The latter case may be
due to variance in relevant constraints per probkmaverage of 95 across the problems.
When eliciting misconceptions for each problem rabfem might be flagged for further
investigation if many itemsets are generated exdiaarily; for example, it may have a
context that is too unfamiliar to students. As aareple, this is what probably occurs for
problem 23, where 2085 itemsets or potential miseptions are generated when minimum
support is set to 0.1 despite there being 1,1E2mgts at the problem. Problem 23 describes
a surveillance system database and includes soraeifispterminology regarding
surveillance systems, which may have confused staghowever these would need to be
investigated further on a case by case basis.

5. Conclusion and Future Work

Misconception identification is important as it eotially aids the construction of
pedagogical strategies to enhance a student'srigaBeing able to semi-automate such a
difficult and time consuming task allows teachessfécus on enhancements such as
customised feedback and problem selection focussimgremedying misconceptions
specific to a particular student. Teaching tasks tzerefore be better aligned with
knowledge areas that are incorrect or lackinghimpaper, we have shown that it is possible
to semi-automatically identify domain misconcepsidoy using a data-driven technique to
analyse student-tutor interaction logs of constraased ITSs. Students using EER-Tutor
have misconceptions about the use of weak enfdresxample.

Although we have identified some misconceptionsrater to determine that this could
be done with constraint-based ITSs, the next stép integrate this knowledge within the
ITSs. For example, we can guide problem selectiorsfudents according to the specific
misconceptions they hold. Further work is also meglito make the data-driven technique
more streamlined by investigating opportunitiesdotomation in the developed system. In
addition, the labeling of misconceptions and theation of the misconception hierarchy is
still a time-consuming and challenging job at stisge, and we can explore improvements
such as developing tools to help domain expertsekample, a tool can be developed that
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displays only a subset of itemsets to the expertsnspection based on factors including
similarity between itemsets. This naturally extetaproviding some way of presenting the
generated association rules to determine whethgrase useful, perhaps in guiding
feedback provided by the ITS.
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