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Abstract: Emotions play an important role in e-learning eoniments. Text and speech
have been recognized as convenient and naturalgrfeamxpressing emotions, and are
increasingly used in human-computer interactiorrfaces for e-learning applications,
indicating that language and speech could poténtial used to predict learner emotions. In
this study, we investigate the use of speech amgukge features for automatic emotion
recognition. A corpus of emotion-laden sentences wallected from student-teacher
dialogs in the context of mathematics instructibime corpus was then annotated to analyze
emotion types as they occurred in e-learning apfiios. The speech and language features
were then used to build several classifiers for teanaecognition. Experiments show that
the two features combined yielded better results thither feature alone. In addition,
among speech features, energy and formant are faurmbst contribute to successful
classification.
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Introduction

Students frequently react to satisfactory or distaitory learning performance by
expressing positive or negative emotions, whiclwirn, may have an impact on subsequent
learning outcomes [1][2]. For instance, Rodrigalkesuggested that boredom may have a
negative impact on student achievement, while afumay have both positive and
negative effects [2]. This has raised interest aohhological solutions for automatic
emotion recognition because accurately assessiaggels in learner emotional states can
allow e-learning systems to provide appropriategesgons, thus improving learning
outcomes.

Text and speech have been recognized as convamématural means for expressing
emotions, and are increasingly used in human-coenjnteraction interfaces for e-learning
applications such as computer supported collaberatearning (CSCL) [3][4] and
intelligent tutoring systems [5][6]. For examplext-based synchronous online chat can be
used for group discussion to support collaboratearning [3]. Asynchronous online
discussion forums also facilitate knowledge shatimpugh posting and reading forum
articles [4]. Speech has been integrated to heigestts interact with intelligent tutoring
systems [5][6]. This increasing use of text- aneéeg-based interfaces positions both
language and speech as potential features forifigiagt learner emotions in e-learning
applications. Previous research has also demoedtthé effectiveness of using language
and speech features for emotion recognition, bumlyan non-e-learning domains such as
identifying positive and negative emotions (bindfgj) six basic human emotions [8], and
specific emotion types in business [9][10] and madidomains [11][12]. Very little
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research has investigated the use of languageeeckgeatures for emotion recognition in
e-learning applications [7]. In addition to langaand speech features, mouse movements,
facial features and body posture have also beastigated for identifying learner emotions
[13][14].

Table 1. Corpus annotation results.

Emotion sl\leunrpe'nocf Proportion Ag';\rééo\n%er Accﬁjlraq Accﬁjzraq

Delight 194 26% 93.30% 94.85% 98.45%
Contempt 53 7% 62.26% 77.36% 84.91%
Boredom 81 11% 69.14% 88.89% 80.25%
Frustration 99 13% 59.60% 79.80% 78.79%
Confusion 134 18% 84.33% 92.54% 91.79%

Others 198 26% 87.88% 89.90% 97.98%
Sum/Avg. 759 100% 81.16% 89.33% 91.70%

In this paper, we investigate the use of both dpemd language features to identify
student emotions. To this end, we first collectembigous of emotion-laden sentences from
student-teacher dialogs in the context of mathemmatistruction. The corpus was then
annotated to analyze various emotion types as tloeyrred during use of e-learning
applications. Finally, the speech and languageufeatwere combined to build several
classifiers for emotion classification.

1. Corpus Annotation and Analysis

1.1 Corpus Annotation

The corpus collection process involved communicasimong three mathematics teachers
and 149 students in discussing mathematical prablenthe classroom. A total of 759
sentences were collected from student-teachergsigtmform an emotion text corpus, with
emotion types classified as Delight, Contempt, Bore, Frustration, and Confusion.
Sentences in the corpus not explicitly charactdribg a specific emotion type were
categorized as Other.

To analyze student emotions, the three mathemtgachers annotated the corpus to
create a standard of the various emotion typesh Bantence in the corpus was first
annotated with one of the six emotion types (iniclgdther) by two teachers (annotators).
In case of disagreement between the two annotdt@sjisputed sentence was judged by
the third teacher (adjudicator) for a final deamsidost-adjudication proportions of the
various emotion types and the accuracy of the twmtators could then be calculated from
the corpus. The annotation results presented ideTabshow that around 74% of the
sentences in the corpus contained an emotion tybde the remaining 26% were
out-of-domain sentences (i.e., “Other”). Among tine emotion types, Delight and
Confusion were found to predominate.

Table 1 shows that the annotators A1 and A2 agoee81.16% of the sentences
reviewed. Agreement regarding Contempt and Frusiratas relative low, indicating that
these two emotion types were more ambiguous. Fa@ample, Contempt may be
misclassified as Delight, while Frustration maymisclassified as Boredom or Confusion.
The accuracy of A1 and A2 (as calculated by themnsistency with the adjudicator for
samples for which there was disagreement) was 89.83d 91.70%, respectively. Such
human (expert) results can be viewed as the uppend for automatic emotion
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classification using machine learning algorithmé&eTaccuracy for Frustration for both
annotators was relatively low, again indicating tinégs emotion type was more ambiguous.

Table 2. Linguistic features and sample sentefurdbie emotion types.

Emotion Example sentence Linguistic feature
Delight | made a big progress this time. progress, great,
9 Oh! Great! This question is so easy. easy, simple
Contempt This question is so stupid and deserves no response | stupid, basic
PY This question is too elementary. Even a kid cart.do | elementary, kid
That’s so bored. | have addressed such kind oftiqunss .
. bored, boring,
Boredom | many times before. tedious
| don’t want to waste my time on such a tediousstjoa.
.| That’s too bad. | will be failed. bad, fail,
Frustration : , o
Forget it. That's too hard. hard, difficult
Confusion This question is ambiguous. | do not understandigening. ambiguous, why
Why the question can be solved in this way? weird, confuse,
Table 3. Prosodic features for each emotion types.
Delight Contempt Boredom Frustration Confusion
Pitch Mean increased normal or increased decreaseddecreased increased
Pitch Max increased increased increased decreased ncreased
Pitch Min increased decreased decreased decreased ecreaded
Energy Mean increased normal increased decreased creaded
Energy Max increased increased increased decreased decreased
Energy Min increased decreased increased decreased decreased
f1,f5
Formant f1,f5 increased; f1,f3-f5 increased; increased; . f1,f3,f§ f1,f2,f4 .
increased; f2,f4 decreased;
Mean f2-f4 decreased f2 decreased f2-f4 ;
decreased 3,5 increased
decreased
f1-f4
Formant f1-f3 increased; . decreased; . 1135 ) .
f1-f5 increased increased; f1-f5 increased
Max f4,f5 decreased 5
. f2 decreased
increased
f1,f4-f5 } i ; .
Formant increased: f1,f3 decreased; f1-f5 fl decreased; f1,f2 increased;
Min ' f2,f4,f5 increased increased f2-f5increased f3-f5 decreased
f2,f3 decreased

1.2 Linguistic Features

Table 2 presents several sample sentences foloé#uh five emotion types. Students may
express Delight when they are satisfied with thegirning performance or when facing easy
guestions, but may express Contempt if the questawa too simple. Students may also
express Boredom if they feel the questions aretlesis or senseless. Conversely, students
may express Frustration when they are worried abmit performance or when facing
difficult, and Confusion when facing ambiguous mcamplete questions. The last column
in Table 2 summarizes a number of linguistic fesduor the various emotion types.

1.3 Speech Features

A total of 379 sentences were randomly selectedeoording. The input waveforms were
captured at 16kHz, a frame length of 33ms and &nage length of utterance 3 seconds.
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Table 4. Classification accuracy of different noeth with different features (% accuracy).

Two-class Five-class
NB C45 SVM NB C45 SVM
Language 83.64 7441 8945 6438 57.26 7045
Speech 7045 7784 7652 38.26 5198 5567
Language + Speech (All) 85.22 79.16 919 67.02 6%9. 72.03
Language + Pitch 81.79 7335 88.92 6280 56.73 269.9
Language + Energy 85.49 84.17 89.45| 6359 59.63 69.66
Language + Formant 81.05 74.14 90.p0 65.17 55.41.3072
Language + Pitch + Energy 86.28 83.11 89.71| 65.17 58.84 70.18
Language + Pitch + Formant81.27 75.46 90.50 64.12 5594 72.03
Language+Energy+Formant 86.02 79.681.56 | 67.28 60.69 72.56

Recording was conducted in an office environmettheut obtrusive background noise. To
ensure the quality of the recorded corpus, objectsts were performed to validate the
correctness of the recorded data which was evalugteaveraging responses from all test
subjects. The ground truth of most utterances wagldd by a unanimous vote, thus giving
the selected utterances significance.

Table 3 summarizes the analysis for each prodedicire with respect to the various
emotion types. According to our observations, thergy related features (i.e., mean, max
and min) are useful for differentiating betweenhhand low active states such as Delight
and Frustration. The pitch related features arduliger discriminating between both
Frustration and Confusion, and Delight and Boredbmaddition, the formant is also an
important feature for discriminating among the was emotion types.

2. Experimental Results

The classifiers used in this study include the Supyector Machine (SVM), C4.5, and the
Naive Bayes (NB) classifier from the Weka Packddg[16]. Each classifier was trained
using language features (i.e., individual wordggexh features (i.e., pitch, energy and
formant as in Table 3), and both. A total of 378oreled utterances were analyzed with
10-fold cross-validation. Each test utterance wassified as belonging one of the five
emotion types from Table 2. A two-class classifmatvas also performed by dividing the
five emotion types into positive (Delight and Canf#) and negative emotions (Boredom,
Frustration, and Confusion). Performance is measasea function occuracy i.e., the
number of correctly classified utterances dividgdhe total number of test utterances.

Table 4 shows the results of different classifiaith different features. For all
classifier in both two-class and five-class clasatfon, combining the speech and language
features is found to yield higher performance tedher individual feature. In addition,
different features made different contributionsditierent classifiers. For NB and C4.5,
Energy was the most promising feature because Fetgted feature combinations (i.e.,
Language+Energy, Language+Pitch+Energy, and Lamgtigergy+Formant) were more
accurate than the other combinations. ConversetyS¥M Formant was found to be the
most promising feature. The highest accuraciesworclass and five-class classification
were 91.56% and 72.56%, respectively, indicatingt tthere is still much room for
improvement in five-class emotion classification.
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3. Conclusion and Future Work

Speech and language features are used to idemibtians from a corpus of learner
utterances collected within the context of mathéreahstruction. The corpus is analyzed
to determine emotion types, along with their asged speech and language features.
Experimental results show that combining the tvaddees yielded higher performance than
using either feature alone and, among the speatirés, energy and formant were found to
make the greatest contribution to accurate idesatiton. Future work will investigate other
significant features to further improve classifioatperformance. An additional possible
direction is to realize emotion recognition in texid speech based e-learning applications.
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