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Abstract: Oral reading of textbooks is a common practice in Japanese elementary
education, yet it poses a unique challenge: kanji characters often have multiple
readings, and without a listener to provide feedback, students may unknowingly
reinforce incorrect pronunciations. To address this, we propose a novel algorithm for
detecting kanji mispronunciations in children’s oral reading. Our method combines a
deep learning-based automatic speech recognition (ASR) system with two probabilistic
models: one modeling plausible kanji mispronunciations and the other modeling typical
ASR errors. By aligning phoneme sequences generated from both the original text and
the ASR output, the algorithm distinguishes genuine mispronunciations from
transcription errors due to ASR. Experimental evaluation on speech data from children
aged 6-9 shows that the proposed method successfully detects 84.6% of kanji
mispronunciations that are included in the mispronunciation candidate dictionary of the
probabilistic mispronunciation model.
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1. Introduction

Reading a textbook aloud is a traditional classroom activity in Japanese elementary and
middle schools and still a common practice in first and foreign language classes as well as
classes of other subjects. The fluency of oral reading has been identified as a key component
of reading proficiency (Adams, 1990; Fuchs et al., 2001) and indicator of reading
comprehension ability (Good et al., 2001; Roberts et al., 2005; Roehrig et al., 2008; Kim et al.,
2010). Although there are some controversies about the directionality between reading fluency
and reading comprehension (e.g., Little et al., 2017), we may at least expect that an oral reader
can check her/his understanding about a text either by hearing her/him read it aloud or by
feedback from a listener and may hopefully improve the understanding about the text.

Reading aloud from a textbook is thus a good candidate for a homework assignment.
When doing it as homework, however, not every student has someone to listen to it. It is
problematic since the execution of the homework is not guaranteed without a listener and
engagement in the reading activity is naturally motivated by the existence of a listener, even
if it is a robot (Nakadai et al., 2015) or a dog (Le Roux et al., 2014).

The absence of a listener causes another problem peculiar to Japanese. Kanji
characters, i.e., Chinese characters in the Japanese orthographic system, generally have
more than one pronunciation. For example, “_£” (up) has at least the following seven
pronunciations: jou, shou, ue, uwa, kami, a (as in “t ¥ %,” a-ge-ru), and nobo (as in “£ 3
nobo-ru). An oral reader has to select one of them according to the word that includes the
kanji and sometimes by considering the context around the word. As a result, Japanese
children, and even adults, often mispronounce a kanji in reading a text aloud. However, without
a listener’s corrective feedback, it is difficult for a reader to be aware of such mispronunciation
and it may even strengthen the wrong association between a pronunciation and a word.



In this paper, we propose an algorithm for detecting mispronunciation of kaniji in oral
reading by children. Our long-term goal is to develop an Al-powered reading assistant that
provides corrective feedback to children about the accuracy and fluency of their reading and
motivates children’s engagement in the oral reading homework. The kanji mispronunciation
detection technique will be a key component of the system that helps foster the ability of
choosing a proper pronunciation for kanji, which is indispensable to read Japanese text
fluently.

Our kanji mispronunciation detection algorithm owes to recent advances in automatic
speech recognition (ASR) based on deep learning. However, to detect mispronunciations
accurately, it is not enough to simply compare the ASR result, i.e., an automatically generated
transcript, against the text that was read aloud. This is because of the inherent difficulty of
ASR. For instance, the word error rate (WER) of Whisper-medium model (Radford et al.,
2023), which we used in the experiment, is reported to be 10.5% on a Japanese speech
dataset. It means that one out of ten words is somehow misrecognized by ASR. Hence, if we
report all discrepancy between the transcript and original text as potential mispronunciation, it
yields too many false negatives.

To address this problem, we combine two probabilistic models: one for
mispronunciation generation and the other for ASR errors. The mispronunciation generation
model quantifies the plausibility of a wrong pronunciation for a word including specific kanji
characters. The ASR error model captures the tendency of a phoneme to be recognized as
another phoneme. By integrating them with a speech-to-text alignment algorithm, we
discriminate between genuine mispronunciations and wrongly transcribed pronunciations. We
evaluated the algorithm on oral reading of textbooks by children aged from 6 to 9. Experimental
results show that our algorithm detects 84.6% of kanji mispronunciations included in the
candidate dictionary of the probabilistic mispronunciation model.

The rest of the paper is organized as follows. Section 2 provides a summary of related
work. Section 3 details the kanji mispronunciation detection algorithm. Section 4 presents
experimental results. Section 5 concludes the paper.

2. Related Work

Several attempts have been made to measure the oral reading fluency and/or accuracy of
students utilizing ASR (see, e.g., (Nese & Kamata, 2021) and references therein). Some
recent works pursue the same goal while taking advantage of the progress in ASR by deep
learning (Yildiz et al., 2024; Vaidya et al., 2024; Henkel et al., 2025; da Silva et al., 2025).
While such automated assessment involves detection of mispronunciations in nature, it is not
necessarily within their scope to accurately identify where and how a pronunciation error
occurs in students’ speech. This is because their goal is to achieve a high correlation between
the fluency score obtained by ASR-based automatic method and human raters’ scoring.

Another line of research has aimed at developing an automatic reading tutor based on
ASR (Mostow et al., 1993; Duchateau et al., 2009; Bai et al., 2021). These systems provide
feedback about missing word and pronunciation errors in oral reading in addition to the
assessment of reading fluency. The main targets of these systems have however been English
and other European languages. We are not aware of any previous studies that addressed the
issue of identifying pronunciation errors due to logographic nature of a script system such as
Chinese and Japanese, especially under the existence of ASR errors.

3. Method

Figure 1 shows an overview of our mispronunciation detection algorithm. Suppose a user read
aloud a Japanese text “I% (357 R = R#& (2 L 72" (kare wa yakusoku o hogo ni shita; He broke
his promise) and mispronounced the word “R#” (ho-go; break one’s promise) as “han ko”
because “R” may be read as “han” as in “R*t" (han-tai; oppose) and “#” may be read as
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Figure 1. Overview of Mispronunciation Detection Algorithm.

“ko” as in “&IBF” (ko-kyo; hometown). The speech data is then processed with an automatic
speech recognition (ASR) system. Suppose the ASR system made a recognition error at the
word “%” (kare; he) and produced “kore” as its transcript but recognized other part of the
speech correctly. We thus have the following phoneme sequence as the result of ASR:

korewayakusokuohankonishita

Meanwhile, the same text is processed with a morphological analyzer. Suppose it produced a
correct phoneme sequence as its reading:

karewayakusokuohogonishita

By comparing these two phoneme sequences, we want to detect the user’'s mispronunciation
of the word “R#X” (han ko / ho go) while silently ignoring the mis-recognition of the word “/%”
(kore | kare) since it is due to an error of ASR. To this end, we utilize two probabilistic models:
one for mispronunciations and the other for ASR errors. The mispronunciation model provides
the (estimated) probability of the wrong pronunciations, P(han | K) and P(ko | #X), while the
ASR error model provides the probability of the mis-recognition, P(o | a), for “4%” (kore / kare).
By combining these probabilities and finding the most plausible alignment between the two
phoneme sequences, the system reports the mispronunciation of “&#” while ignoring the
ASR error at “f%”. The rest of this section explains the details of the algorithm.

3.1 Fine-tuning and Adaptation of ASR model

We used Whisper-medium (Radford et al., 2023) model for the ASR. Whisper is a neural ASR
model trained on 680,000 hours of multilingual speech data collected from the internet. We
further trained it for two purposes: to produce phoneme sequence instead of orthographic text
(i.e., one including kanji and other Japanese characters) and to adapt it to children’s speech.

To produce phoneme sequences as the ASR results, we fine-tuned Whisper using
approximately 100 hours of speech with transcripts taken from the Corpus of Spontaneous
Japanese (CSJ) (Maekawa, 2003). The CSJ corpus is a collection of spontaneous speech by
adults, such as conference talks.

The fine-tuned model’s accuracy (phoneme recall) was 95.5% on adults’ speech but it
dropped to 90.0% on children’s speech. To obtain better ASR results on children’s speech,
we further trained the model using 100.5 hours of speech data by 160 children (age 6 — age
8) taken from ATR’s Japanese Elementary School Children Speech Database.! The adapted
model recognized children’s speech with the accuracy of 95.9%.

! https://www.atr-p.com/products/dbpdf/ATR_JuniorDB.pdf



3.2 Speech Recognition Error Model

To discern a mispronunciation from ASR errors, we need to quantify the plausibility of each
ASR error type. Specifically, we estimated the following three types of probabilities by counting
our ASR model’s errors made on ATR’s children speech database:

e P(ASR=q|pron =p): the probability of outputting, either correctly or wrongly, a
phoneme q for a pronounced phoneme p.

e P(ASR=gq|pron=¢) : the probability of outputting a phoneme q despite no
corresponding phoneme was pronounced (i.e., phoneme q is inserted to the output).

e P(ASR = ¢ | pron = p): the probability of outputting nothing for a pronounced phoneme p
(i.e., phoneme p is missing in the output).

3.3 Mispronunciation Model
Our probabilistic mispronunciation model has two components:

e P(mp = 1| char = ¢): the probability that a kanji character ¢ is mispronounced by a child.
e P(pron =pp,-py|char=c,mp=1): the conditional probability that a kanji c is
pronounced as p;p, - p, given that ¢ is mispronounced.

By estimating these two types of probabilities, we can quantify, for instance, the probability of
the mispronunciation of “X#X” as han ko as follows:

P(mp = 1| char = R) P(pron = han | mp = 1,char = R)
X P(mp = 1| char = #¥) P(pron = ko | mp = 1, char = ¥).

Our current estimation of the probability P(mp = 1| char = ¢) is rather crude. We
simply assume it does not depend on the pronounced character c:

Pmp=1|char=c) = e.

The small constant probability € was set to 0.05. Once we obtain a larger dataset of children’s
speech, we may be able to obtain a better estimate of this probability, which depends on the
pronounced character as well as the traits of the reader (e.g., her/his age).

To estimate the probability of mispronouncing a kanji character ¢ as phoneme
sequence p,p, :** pn, We counted the relative frequency of that reading in newspaper articles.
Our assumption is that children tend to mispronounce a kaniji character with a pronunciation
that she/he hears often for that character. Since it is difficult to collect children’s daily oral
communication data, we instead use newspaper articles as a rough approximation of it.
Specifically, we processed all the Mainichi Newspaper articles published between 1991 to
2018 by a morphological analyzer and estimated the pronunciation of each occurrence of kanji
characters in the articles. By counting the number of occurrences of character ¢ and its
pronunciation p;p, - p,, We estimated the mispronunciation probability as follows:

Count(c with pronunciation p;p, - p,)
Count(c) '

P(pron = pipy*pplchar=c,mp=1) =

In addition to the mispronunciation probabilities, we estimated the probability that a
phoneme p appearing in a text is not pronounced, denoted P(pron = ¢ | phoneme = p), and
the probability that a phoneme p not appearing in a text is pronounced, denoted P(pron =
p | phoneme = ¢). We obtained these estimates by comparing the transcript and the source
text in ATR’s children speech database.
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Figure 2. Alignment among Text, Pronunciation, and ASR Result.

3.4 Alignment between Speech and Text

Based on the probability models of ASR errors and children’s mispronunciations, we model
the generation process of children’s oral reading and its speech recognition result as follows:

1. A child reads a text aloud. In reading it, she/he may mispronounce some of the kaniji
characters in the text, insert some unnecessary phonemes, and/or skip some phonemes,
with the probabilities according to the mispronunciation model.

2. Given the recorded oral reading as input, an ASR system produces its transcript as a
phoneme sequence. During it, some of the phonemes may be mis-recognized or totally
missed (skipped), and some unnecessary phonemes may be inserted to the transcript,
with the probabilities according to the ASR error model.

Let t denote the text that is read, p,p, - p, denote the child’s pronunciation of the text
expressed as a phoneme sequence, and q,q, :** q,, denote the result of ASR. The text t and
the ASR result q,q, - q,, are observable as symbol sequences, but the true phoneme
sequence p;p; - by pronounced by the child is only recorded as audio data and not directly
observable as a symbol sequence. Our aim is to recover the child’'s true pronunciation from
the observable data. We do so by finding the most probable phoneme sequence p;p, - P,
given the text f and the ASR result ;g5 -+ q:

P1Pz .. Pn = argmax P(pron = p;p; -+ p,y | text = t, ASR = q1q2 ** qm)
D1D2 Dyl

= argmax P(pron = pyp, = p,/,ASR = q1q; - qm| text = t) . @Y
D1D2 Dyt

The mispronunciation model and the ASR error model assume an alignment among the
characters in the text, the pronounced phonemes, and the phonemes in an ASR result. We
denote an alignment by a. Figure 2 shows, by red lines, an example of alignment among text
t = “R¥TI” (ho-go de su; the promise was broken), pronunciation p = “han ko s u”, and
ASRresult g = “h an gosu”. Since the alignment is not observable, the rightmost-hand side
of Eq. (1) takes the form of a summation over all possible alignments, but we approximate it
with the most plausible alignment (i.e., so-called Viterbi-approximation):

pP1P2 ... P = argmax 2 P(pron = pyp, - p,, ASR = q1q; -+ @, align = al text = t)
D1D2 Dyt )

~ argmax max P(pron = p;p; - p,,/, ASR = q1q, *** @, align = af text = t). (2)
D1P2 Dy @

Assuming the probabilistic independence between the pronunciation of the characters in the
text, we decompose the last probability as follows:

P(pron = pyp, - p,/, ASR = q1q3 -+ @i, align = a text = t)
N

= nP(pron = pf)pg) p,(lii) ,ASR = qf)qg) q,(,?i,align =a® | char = ¢;)
i=1
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where we assume the text t is c;c, - cy as a character sequence, pip, -+ pyr = pi” - pov,

12 Gm = g7 - q,(,,llvlg and a = a® ---a™)_ The two sorts of probabilities, P(ASR |pron, align)

and P(pron, align | char), in the rightmost-hand side of Eq. (3) can further be decomposed
using the ASR error model and the mispronunciation model’s component probabilities.

For instance, suppose that, as shown in Figure 2, the text is “RK # T 3" and the reader
mispronounced the first character “&” as han and skip pronouncing “C” (de). Also suppose
that the ASR system misrecognized the (correct) pronunciation for “#” (go) as ko. The
probability of this process is calculated as follows:

P(pron=hangosu,ASR=hankosualign=a|text = R¥TT)

= P(ASR = han|pron=han)P(pron=han|mp=1,char = R) P(mp = 1| char = R)
X P(ASR = ko |pron =go)P(mp = 0| char = #¥)

x P(pron = ¢ | char = 0)

X P(ASR = su|pron =su)P(mp =0 |char = 7).

By further decomposing the ASR recognition probabilities such like
P(ASR =ko|pron =go) =P(ASR = k| pron = g)P(ASR = o | pron = 0),

and substituting the estimated probabilities according to the component models, we have a
probability score for the above hypothetical process.

The number of possible pronunciations p;p, - p,;» and alignments a considered in Eq.
(1) is exponentially large in the length of the text. It is however possible to find the most
probable pronunciation efficiently by using a dynamic programming algorithm that extends
minimal edit distance calculation between two sequences (Kaji, 2023).

4. Experiment
4.1 Evaluation Data

For the evaluation of the proposed method, we recorded oral reading of paragraphs taken
from textbooks by 249 elementary school students of grades 1 through 3 (ages 6 through 9).
Some students provided more than one recorded file, and 370 files (6.8 hours in total) were
collected. The audio speech files were manually transcribed and annotated with alignment to
the text as well as mispronunciations, fillers, and repetition in the speech. The audio data and
the transcription were processed with Julius (Lee et al., 2001) to obtain phoneme-level
timestamps (i.e., forced-alignments) and segmented with pauses into utterances shorter than
30 seconds, which is the maximum duration of Whisper’s input. On some of the speech data,
the forced-alignment by Julius was failed presumably due to high noise-level of the recordings.
The evaluation hereafter is based on 122 utterances (2 hours in total) thus obtained.

4.2 Mispronunciation Detection Results and Error Analysis

There were 13 occurrences of kanji mispronunciation in the evaluation data. The proposed
method successfully detected 11 cases (84%) of them. Table 1 shows the mispronounced
words, the speaker’s mispronunciations, and the number of correctly detected ones.
Meanwhile, there were 35 cases where the system wrongly detected mispronunciation
despite the reader correctly pronounced the text. We analyzed the causes of the misdetections



by inspecting the ASR output and the probability of mispronunciation and ASR errors
according to the models. Table 2 provides the summary of the reason for the misdetections.

The most frequent cause of misdetection was that a word (or a part of a word) skipped
by the speaker tend to be aligned with a mispronunciation that is shorter than the correct
pronunciation. In our mispronunciation model, a phoneme p is assumed to be skipped by a
speaker with probability P(pron = ¢ | phoneme = p), independently of its context. Thus, the
probability for a word being skipped is exponentially small in the length of the word and often
becomes smaller than the product of P(a word is mispronounced as a shorter word) and P(the
mispronunciation is skipped). In actuality, a whole word, rather than a phoneme in it, is often
skipped, and the true probability of such a skip of a whole word is much larger than one
assumed in the current model. We expect that this type of error can be remedied by refining
the mispronunciation model and relaxing the false independence assumption.

The second frequent cause of misdetection was due to ASR errors where the output
of ASR is very close to or identical to a mispronunciation of a word despite that the speaker
correctly pronounces it. In other words, a detection error of this type happens when the
probability of ASR error is under-estimated. Upon inspection, we found that such problematic
ASR errors often include phoneme-level errors typically made on young children’s speech,
such as a misrecognition between /j i/ and /ch i/. Thus, this type of error can be remedied
either by a better adaptation of the ASR model to children’s speech or by a refinement of the
ASR error model, possibly by incorporating a speaker’s trait, such as age, into the input.

Table 1. Kanji Mispronunciations in Evaluation Data and Detection Results

Word Corre.ct. Speakgr’§ Occurrences Correctly
Pronunciation Pronunciation Detected
R (athletic meet) taikai ookai 1 1
4 (gold) Kin kane 1 1
T AF (athlete) sensyu sente 1 1
= (nation) kuni koku 1 1
F (year) toshi nen 1 1
KZ 5 (very) taisoo 00sS0O0 1 1
RE L7 (lookaround) mimawashita mikaishita 1 1
L+ Z (upper jaw) uwaago ueago 3 1
AT (putin) irete haiclte 3 3
Table 2. Reasons for Misdetections of Kanji Mispronunciation
Cause of Misdetection Number of Misdetections
Speaker skipped (a part of) a word, and system detected it as 18
skipping (a part of) a mispronounced word
ASR system wrongly outputs a phoneme sequence that is 14
close or identical to a mispronunciation of a word
Speaker repeated a word, and system detected it as a 3
mispronunciation of a word nearby

5. Conclusion

This study introduced a method for detecting kanji mispronunciations in children’s oral reading
by integrating a fine-tuned ASR system with probabilistic models for both pronunciation errors
and ASR recognition errors. The experimental results, achieving 84.6% detection accuracy,
demonstrated the potential of this approach in supporting automated reading feedback.
However, the analysis also revealed limitations, such as model sensitivity to phoneme skipping
and underestimation of specific ASR error types. Addressing these issues through improved
modeling of pronunciation context and speaker traits—such as age—could further enhance



detection accuracy. Ultimately, our method provides a core component for Al-based reading
support tools aimed at improving children’s reading fluency and comprehension of Japanese
texts through individualized, automated corrective feedback.
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