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Abstract: Computerized learning environments often includplémentations of simulated
social agents, incorporating the reasonable designmption that learning interactions that
are more social are more effective. However, reeeidence suggests that computerized
social agents can in some circumstances fail tmpte or even hinder learning. The current
paper outlines evidence both supporting and argagnjnst the utility of computerized
social agents for learning. We propose a framew@cknciling this evidence by delineating
impacts from a social agent that impinge upon difi¢ points of learning, from shallow to
deep phases. Shallow social impacts when ineffectuay little to no potential to actively
impede learning, but any potential positive impactshallow learning phases are relatively
limited in the absence of positive deep impactsefDsocial impacts, on the other hand,
carry the potential to strongly drive deep learnibgt when ineffectual carry the risk to
impede it. The paper concludes with a proposdiuture research based on this framework.
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Introduction

The notion of the beneficial impacts of a sociaéraction context has been incorporated
into various socio-cognitive frameworks for leamuii®©n this basis, computerized learning
environments often include simulated social agemiisch can be used either to fill the role

of the tutor [1] or, to generate learning-by-teadfito fill the role the role of the agent that

the student is supposed to teach [2].

However, a number of tests suggest limitatiorthéoceffectiveness of social agents for
learning, in particular of those that fail to prdgiadaptive explanatory feedback [3]. This
suggests there may be added layers of extraneousgsing associated with a simulated
social agent, which in the absence of cues to adaha behaviors for effective learning can
sum to a net cost rather than benefit [4]. Relatddis, situations in which people must use
their representation of a social agent partneffering knowledge states typically require
extra cognitive effort [e.g., 5, 6]. Thus, in thentext of computer based learning
environments, it is important to consider whethner ¢cognitions and behaviors that can be
elicited by social agents sometimes result in eatring costs when they function as
diversions from, rather than reinforcements oflédaning context.

A recent study has suggested that a social iritteracontext may in some situations
generate a greater cost than benefit to learnieg @hen the social agent seemingly elicits
more active learning behaviors [7]. In this stuglyrticipants’ transfer of their knowledge of
how to solve the 3-ring Tower of Hanoi problem naer to solve the 4-ring problem was
less robust after they demonstrated their 3-ringtem to a social agent, a person, as
compared to those who demonstrated to a non-amthmogohic computer. Those
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demonstrating to the social relative to non-soagent engaged in more behaviors such as
highlighting solution steps for the agent while aerstrating. Therefore certain social
interaction behaviors may in some contexts actuaipjede learning. In the current paper,
we develop a framework that classifies differertigoagent impacts as beneficial versus
costly to sustained, deep self-regulated learnifis framework provides general
parameters on when social interactions shoulddmalipivhen they should hurt deep learning
resulting from knowledge construction, suggestimgiful avenues of future research.

1. Learning Effects from Social Situations and Computazed Social Agents
1.1 Learning Behaviors and Depth of Learning

We begin by examining behaviors that may stem faormteraction with a social agent that
may enhance learning. A framework by Chi separatais active, constructive, and
interactive learning behaviors [8]. Active learnibghaviors are comprised of physical
movements and engagement in learning. Construbaviors are seen in the learner's
verbal reasoning, logical elaborations and links] axplaining of solutions. Cognitively,
the learner now recruits knowledge to infer and stact new knowledge. Finally,
interactive behaviors can be observed when twmiegrpartners listen to each other,
respond to each other, and argue or collaboratee®ith other in their problem solutions.
From this sketch of learning behaviors at différdapths it is possible to classify
specific mechanisms that can drive beneficial leayeffects from a social agent. Social
agents may generate learning benefits by, on tkehand, eliciting from the learner more
attention and engagement in the task and by incigdlse activation of already-existing
task-relevant knowledge. On top of such activeneay behaviors, social agents may shape
a path of constructive learning by pushing thedeato engage in deep reasoning, question
seeking and answering, and inference of new knaydefdom prior knowledge. Social
agents may induce this form of deep learning bynmting the learner to explain, reason
with, and build conceptual links between differpigces existing knowledge, and to make
inferences of new knowledge on the basis of exgsinowledge. Social agents may,
furthermore, push the learner to reflect on whabhshe knows and what needs to be
learned. Such metacognitive behaviors, crucial deep abstract learning, occur most
vigorously when the learning interaction is ricldaustained [8, 9]. At the deepest level of
interaction between two learning agents, the twibbwiild on each other's knowledge and
make joint inferences of and elaborations on neamitedge [10]. Some examples of the
most effective computer-based learning environmeantsgenerating robust learning
outcomes use simulated social agents for dialoggeactions, whether in the form of a kind
of Socratic tutor who scaffolds learning [1], ottie form of a peer-agent the student builds
concept maps for which the agent in turn indicatederstanding on the basis of [2].

1.2 Self-Regulated Learning and Depths of Learning

Ultimately, the goal of computer or robotic implemegtions with simulated social agents
should be toward deep knowledge-building throudfiregulated learning (SRL). SRL

embodies a set of purposeful, self-directed legriiehaviors and cognitions, leading to
deeper understanding and better repair of miscaiorep than externally-regulated

learning. A successful self-regulated learner ecattusly monitors what he or she knows
and how much he or she is learning on a given iegrtask, and on that basis sets and
updates goals and strategies to learn what neetls tearned [1, 11]. Thus, a learner
engaging in effective SRL is constantly devotimgngicant cognitive resources and effort
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toward metacognition, that is, monitoring and tlmgkabout his or her own knowledge and
learning. Successful learning environments that leyngocial agents should therefore
motivate and guide SRL.

It is possible to identify four phases of SRL alidws [11]. 1) Task definition: The
initial phase where the learner, for effective diien of resources, sets in mind the
conditions of the overall learning task includiig tcontext and materials. 2) Goal-setting:
This phase involves setting specific learning goalduding setting standards of adequate
versus insufficient understanding, and construciptens for reaching these goals. 3)
Studying-tactics: The learner enacts plans to ghideor her learning. 4) Metacognitive
adaptations: The effective self-regulated learrsdf-essaluates his or her learning by
comparing products of learning to the initial starts and on this basis alters the task
definition, standards of learning, learning goasd plans for achieving goals. This last
phase is where metacognitive processes are mestarg| which highlights their role in
directing the setting of goals for correcting misceptions.

1.3 Separate Kinds of Social Learning Impacts at Sejeatsepths

Based on this learning-depth distinction, we mathier distinguish between the effects a
social agent may have on more shallow learning\bels tied to basic engagement in a
task, versus deeper learning impacts from a samg@nt, tied to metacognition and
misconception correction. That is, tweaking for tuerent context the general idea from
Social Impact Theory of various distinct measuraleial impacts that can impinge on task
performance [12], we propose that separable effaeie from shallow versus deep social
impacts. We propose that social agents have ttempal to generate a basic facilitation of
learning from automatic or simple mechanisms sw&hb@sted neural arousal [cf. 13],
selective attention to task dimensions [14], andemtally more emotion to increase
motivation [15]. When such impacts on earlier l@agnphases fail to generate robust
outcomes, however, they do not activetjerfere with learning. On the other hand, we
propose that deeper social impacts have the pateateitherenhancemetacognitive and
related deep learning processegjigert cognitive resources away from such processes.

2. Potential Negative Impacts on Deep Learning fim a Social Agent

With our developed framework of separable socigldots we are now in a position to
better understand the results of the recent studpched in the introduction, which
suggested a net negative learning impact from mlseersus non-social agent [7]. Recall
that in this study participants first learned havsolve the 3-ring Tower of Hanoi problem,
then demonstrated the solution to either a sociaba-social agent, and then as a measure
of their learning solved for themselves the mof@adilt 4-ring problem. Participants’ less
optimal solutions to the 4-ring problem after destosting to the social agent presents a
mystery, in that the social and the non-social agesre both represented by a simple
picture, and subjects’ demonstrations for the $@gant were more active (i.e., there were
more looks to the picture and more social highligipti.e., pointing behaviors, for the
social agent). In particular, this presents a emgié for the Chi framework, which
conceptualizes actidieehaviors as always being potentially better, nex@se for learning,
than passive engagement [8]. However, in the cotiethe framework we have developed
for shallow and deep social impacts, the limitagiarh shallow social effects on learning
become easier to see, as does the potential trdpgp social impacts that are not guided by
the interaction to enhance learning, thereby cagrthe capacity to function as apposing
rather than merely ineffectual force. This is meldar by a multiple regression analysis that
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suggested that pointing in the 3-ring demonstraéidversely affected performance in the
4-ring task, while looks at the agent were actulatliged to better performance. That is, the
increased looking behaviors represent effects nedfito shallow levels of learning, that
while improving 4-ring performance, are swampedhgynegative impacts that can directly
interfere with deep learning cognitions. Pointirehaviors on the other hand seem tied to
deep but negative social impacts. That is, witlidased metacognition for the imagined
social agent’s insufficient task knowledge andrémulting increase in action highlighting
behaviors, resources are diverted away from bugldinicher representation of the solution
that is more readily transferable to solving thiesagquent more difficult problem. The main
contrast making the metacognition here detrimetdalearning-by-teaching versus the
strong learning benefits found in computerized habate-agent implementations is that in
the latter case the social interaction guides théesnt’'s metacognitive behaviors to cohere
with correcting and building the student’s own kihedge, rather than interfering with this
end. Thus such implementations channel the stuglerdtacognition for the teachable agent
toward the student’s own knowledge constructiorlf], However, with no guidance from
the appropriate social interaction, ironically theep social impact arising in the context of
demonstrating to an imagined social agent resuksallowlearning behaviors [7].

3. Conclusions and Future Research Directions

These considerations suggest paths of future idsdar testing the relative strength of
different social effects, positive and negative,bath shallow and deep learning, and for
thereby generating insights for maximizing the &g impacts of simulated social agents.
In our sketch of learning program implementatiores tnaced out a number of different
kinds of social impacts that a social agent caryc&s we noted there are simple effects of
increased arousal and engagement that come madessrautomatically from a social
interaction. Future work can be carried out to stigate whether distinct kinds of effects at
this level can be differentiated, and whetherdbeal character of such cues are necessary
for such effects. For instance, in tasks which befiem cues that elicit attention at specific
timepoints in learning, is there a difference ia tdue’s effectiveness if it isscial cue as
opposed to a non-social signal (e.g., a disembdukeg)? Furthermore, is the generalized
learning impact of a watchful social agent dissbleafrom specific cues for directing
attention? Turning to deeper social impacts, oueraew highlighted two distinct
metacognitive effects positive for learning. Soaigénts may dialogically guide a learner to
notice misconceptions, by pushing the learner vanpts and hints which provide just
enough information for the learner to figure ousaainceptions on his or her own [1]. As a
distinct pro-metacognitive and learning-enhancimgact, social agents can lift a natural
impediment for acknowledging and correcting mis@ptons, when the learner engages in
these essential deep learning behaviors for thet aginer than his or herself [4, 16]. On the
flip side, however, limited social interactions maysh metacognitive behaviors that are
detrimentalto learning, resulting ironically in shallow-leamngibehaviors, with resources
for constructing a deep understanding of the praldelution being diverted instead toward
actions like highlighting solution steps for thesisb agent [7].

A related line of follow-up research suggestedooy framework might, given an
empirically determined set of both positive andaie@ social impacts on learning, test the
relative strengthof each impact by keeping the social learning sitnaa constant except
for a manipulation of one impact across conditiaina time. For instance, experiments may
be designed to test the strength of social agehawers which push learning-relevant
metacognition in their feedback, versus the stiemdtthe general metacognitive impact
that comes from the creation of knowledge repregemis for a teachable agent. The
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strength of these effects can in turn be comparadsbcial interaction that entaile@gative
learning impact from the social agent. It may dlegossible to determine if each of these
sorts of impacts, whether positive or negativee@fa learner’'s performance in a pattern
similar to that well established for a wide ran§sacial impact factors, such as the impact
of a group’s opinion’s on conformity [12]. For iasice, if after learning how to solve a
3-ring Tower of Hanoi problem the task were to dastmte to, across conditions, one, two,
or three social agents, would the number of pgaictis’ looks and points fit with the pattern
suggested by the psychosocial law, of a diminislitgease in these behaviors for each
subsequent agent? Would the net (negative) impacgubsequent performance for the
4-ring task in terms of time and number of solutsbeps also fit this pattern? Would other
principles of social impact theory be applicablesindying the effects of social agents on
learning and learning-behaviors? These considemhahlight the potential of developing
from the current framework methods of pinpointihg various components of positive and
negative learning effects that may arise from aad@gent and a social interaction context.
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