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Abstract: Collaborative Problem Solving (CPS), a critical 21st-century skill, requires
real-time classification to optimize classroom instruction. While mobile technologies
offer unprecedented opportunities for such evaluation, existing methods fail to meet
real-time demands in dynamic mobile environments due to their requirement for heavy
computational resources. This paper introduces a novel knowledge distillation
framework to enable lightweight, accurate CPS classification on resource-limited
devices. Our approach distills knowledge from large-scale teacher models into
compact student networks, reducing model size by 32% compared to baseline model
while maintaining 82.6% accuracy on the target dataset. This work bridges the gap
between Al-driven classification and mobile educational ecosystems, thereby offering
educators a scalable tool for continuous formative evaluation and adaptive pedagogy.
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1. Introduction

Collaborative Problem Solving (CPS) has emerged as a pivotal 21st-century competency
(Griffin et al., 2012), proven to enhance learning outcomes, foster engagement, and cultivate
critical social-cognitive skills in educational settings (Hwang & Chen, 2023). The proliferation
of artificial intelligence and mobile technologies presents unprecedented opportunities for real
- time CPS evaluation (Latif et al., 2024 ), enabling educators to dynamically refine instructional
strategies through granular skill analytics (Okubo et al., 2023) . However, existing CPS
classification methods, relying on resource - intensive Al models, are impractical for mobile
deployment due to latency and energy demands.
This study bridges this gap by developing a knowledge distillation - driven framework
for mobile - optimized CPS classification. Knowledge distillation (Hinton et al., 2015), is a
widely adopted technique for transferring knowledge from a large, computationally intensive
teacher model to a smaller, efficient student model. This process minimizes a composite loss
function that balances the student's adherence to ground - truth labels and its alignment with
the teacher's predictive distribution. By distilling expertise from large teacher models into
lightweight student networks, we achieve a paradigmatic shift in computational efficiency while
barely sacrificing accuracy. Our threefold contributions aim to empower educators to conduct
continuous formative CPS classifications directly on edge devices, enabling real-time
pedagogical interventions:
e This paper proposes a novel mobile - optimized CPS classification model. Our approach
addresses the gap in mobile CPS skill evaluation by leveraging mobile devices' unique
capabilities and evaluation needs.



e This study is based on a new strategy for sequence building and representation, which
explicitly encodes speaker roles and transition dynamics, thereby overcoming the
limitations of traditional sequence - based models in CPS dialogue classification.

e Through careful model design, we have significantly reduced the model size by
approximately 32% and decreased the computational load, thereby allowing the model to
run smoothly on mobile devices with limited computational resources.

2. Methods and Experiments

The study utilizes a dataset comprising transcripts from 40 middle school chemistry classroom
discussions, totaling 1,310 annotated conversational sentences by a professional teacher.
Considering the evaluation, facilitation, and improvement of collaborative processes, this
study follows the framework outlined by Hesse et al. and categorizes CPS into five essential
dimensions: participation, perspective - taking, social regulation, task regulation, and learning
and knowledge building. Approximately 10% of the samples were selected as the test set,
while the remaining samples served as the training set.

In our model, DiaRoBERTa and DistiBERT (Sanh et al., 2020) are employed as the
teacher model and the student model, respectively. Additionally, we introduce two custom
markers, [SPK] and [THN], to enhance dialogue context and speaker dynamics. The [SPK]
marker marks the start of an utterance, helping the model distinguish speakers and identify
role - specific patterns. The [THN] marker indicates speaker transitions, improving the model’s
understanding of sequential relationships.

By inputting the training data and the soft and hard labels generated by the teacher
model into the student model, the student model can acquire the classification ability of the
teacher model. Subsequently, the student model can be utilized for skill monitoring on smaller
devices.
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Figure 1.Performance Comparison of Models on the CPS Dataset.

The comparative analysis of model accuracy on the CPS dataset is presented in
Figure 1. Results demonstrate the effectiveness of our student model in achieving competitive
performance relative to the teacher model, DiaRoBERTa. Specifically, our model attained
81.16% accuracy and 80.66% F1 - score. Our model significantly outperformed other models
such as MobileBERT(Sun et al., 2020) and ALBERT(Lan et al., 2019) in both accuracy and
F1-score. The integration of [SPK] and [THN] tokens likely enhanced contextual awareness,
improving classification of overlapping categories. [SPK] enables the model to distinguish
between a speaker and their utterances, while [THN] helps the model separate text from
different speakers.



Our model has a significantly smaller size, being only two-thirds the size of the teacher
model, while still demonstrating effectiveness in handling the CPS dataset. In terms of speed,
during the testing phase, each model was able to complete the classification of more than
1000 lines of dialogue within 10 seconds, which can meet the needs of actual real-time
dialogue detection.

3. Conclusion

In this study, we have successfully addressed the challenges of CPS skill evaluation in mobile
scenarios. Our proposed mobile - specific CPS classification method has effectively filled the
research gap in mobile - based CPS skill classification. The model, with its reduced size and
overhead, has demonstrated its excellent adaptability to mobile devices with limited
resources. The proposed model holds significant potential for application in education. It can
be utilized in remote and in - person collaborative learning settings to assess students' CPS
skills more accurately. Our future work includes comparing more datasets for better model
generalization and conducting real-world scenario experiments to test its effectiveness, which
is expected to boost the development and application of mobile CPS skill evaluation
technology.
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